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Abstract 

At present, the problem of plagiarism is being increased by widespread use of online 

documents, the Internet and e - learning systems. It has been identified as one of the most 

crucial issues to be addressed to maintain the quality and effectiveness of the 

learning/teaching process especially in higher and university education sector. In order to 

tackle this problem there should be free, efficient and reliable methods to identify the 

plagiarized versions of documents among the corpus stored in the large document bases in 

Learning Management Systems (LMS). The main problem which is addressed in this thesis is 

detecting the plagiarized versions of documents among the submitted tutorials, assignments 

and other documents by the students in a LMS.  

Other than the traditional plagiarism detection approaches a new framework for plagiarism 

detection is introduced for detecting plagiarism of such kind of corpus in the LMS which 

covers all the inherent tendencies of the plagiarizer. It is called MAPDetect. The core of this 

framework consists of several metrics which give more evidence of plagiarism on different 

types such as verbatim copying, paraphrasing and collusion, structural changes of the content 

and change of formatting.  Algorithms on the document representation are used to calculate 

the word level correlation among the documents and it is more related to the surface level 

document similarity analysis. The deep structure of a document such as its, syntactic and 

semantic analyses are used to detect paraphrasing and collusion. Formatting structure of a 

document which gives other area of evidence on plagiarism is also emphatically considered. 

Authorship verification from the field of intrinsic plagiarism detection is also used in the 

proposed framework. A modular architecture is used for this framework to implement the 

plagiarism detection techniques with preprocessing sub systems.  

Real document sets submitted by university students have been used for testing the improved 

surface level detection of the framework. The deep level detection is tested with a manually 

created corpus. The result of the exploratory experiments on proposed algorithms of each 

module gives promising results. It demonstrates that the integration of several metrics on 

different areas gives significant evidence to discriminate the plagiarized documents more 

accurately. In this context the user is provided a great opportunity to obtain more evidence to 

prove the identification of the plagiarized segments of the documents. 
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Chapter 1- Introduction 

1.1 Plagiarism as a Crucial Problem in e-learning Systems 

At present, a wide range of extended online learning methods have come into existence with 

the development of communication technology from blogs to collaborative software, 

groupware, e-portfolios, and virtual classrooms. Hence, the term learning has simply become 

e-learning. It was introduced by distance learning and flexible learning which enhanced the 

traditional face-to-face learning or teaching. This broader interpretation sends up e-learning 

into a wide range of complex applications. Virtual Learning Environment (VLE) with 

Management Information Systems called Managed Learning Environment is the widely used 

application and it handles all the aspects of courses within an institution. Universities all over 

the world and most of the online only colleges as well as employee training institutions are 

offering their degrees, diplomas and certificate level educational programmes through these 

applications in a wide range of disciplines.  

Students, lecturers or teachers are working collaboratively and learning is a kind of self-

assessment for the students in an e-learning system. Students should be assessed by the 

lecturer or teacher in various ways. For example, this could be an assignment, a multiple 

choice question, a quiz, a discussion group or a case study. When such schemes are used for 

the assessment of students, they are given more flexibility or higher capability to copy the 

materials which they use during preparation for their assessments.  

Plagiarism is an unconventional human ability which attempts to imitate other‟s writings, 

thoughts, presentations and concepts closely. “Plagiarism is the appropriation of another 

person‟s ideas, processes, results, or words without giving appropriate credit, including those 

obtained through confidential review of others‟ research proposals and manuscripts” (Jones, 

2006), (Hart and Friesner, 2004). Presently, this phenomenon is known as online plagiarism. 

Since it is very easy to steal content from the web by simply copying and pasting, the problem 

of online plagiarism has being grown for many years. This phenomenon, also known as 

content scraping, has affected both established sites and blogs. 

Most of the universities and higher educational institutions use Learning Management 

Systems (LMS) like Moodle [www 1]or Webex
 
[www 2]that provide facilities to the lecturers 

to present the assessments online to the students who in turn can submit their assignments 

digitally to their lecturers.  
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As it is so easy to locate information from the Internet, students tend to take subject materials 

for their tutorials, assignments and case studies etc. and use them as their own thoughts.  

Sometimes they copy the submitted assignments of their colleagues which include the same 

structure and the same contents. Finally, the same assignment is submitted digitally as their 

own.  

Before mid-1990‟s, plagiarism seemed to be comparatively rare. However, during recent 

times, the higher educational sector observed this crucial problem as a world-wide 

phenomenon within the academic communities. In this respect, plagiarism has now become a 

serious and endemic problem [www 3]. Studies of cheating behavior in the United States 

dated as far back as 1940‟s reported that 23% of the students admitted some form of cheating 

behavior (Hart and Friesner, 2004). This is academic dishonesty and could be specified as 

endemic. They also found that three quarters of a sample of 5000 students drawn from a 

sample of 99 colleges and universities involved in some degree of academic dishonesty in 

1964. A more recent estimate has even claimed a figure as high as 90% in American high 

school students (McCabe, 2005).  

On a broad base, two types of cheating behaviors with the aid of computers can be found in 

the higher education sector. Firstly, the students take the materials from the web and use them 

in essays or reports without citing proper references but as their own ideas. This is plagiarism. 

Secondly, some groups of students who are supposed to submit the same topic of assignment 

may work together, using resources commonly and submit them as independent works of each 

student which is returned as collusion (Miguel, 2006), (Barret and Cox, 2005) (Carroll, 2004). 

In both cases, students pass off work of other‟s as their own. Whether it is plagiarism or 

collusion, it is tedious and extremely time consuming for teacher or lecturer to detect and 

mark plagiarism in these assignments. On the other hand, it would legally be a risk to the 

students and teachers as well.  

Considering the above facts, plagiarism can be carried as a rapidly growing problem in many 

universities today. Any administrator who expects higher standard of overall quality of 

education and knowledge he should responsible for avoid this phenomenon from their 

institutions. The goal of this research is to build a framework to reduce and eliminate the 

impact of plagiarism on educational institutions that use E-learning and LMS. 

1.2 Plagiarism Detection Methods 

Avoidance of academic dishonesty and provide genuine knowledge to the world is the main 

idea of eliminating plagiarism from the higher education sectors and the universities. Two 
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main approaches such as detection of plagiarism and prevention of plagiarism can be used to 

overcome this problem. 

Mainly, plagiarism detection can be broadly divided into two as manual and automated 

detection. Again, there are two possible aspects in manual detection such as using human 

exposition on past experience and using the existing physical styles of documents. In the 

former, the teacher presupposes the sections that could have been plagiarized by the students 

based on his past experience on the particular subject area. It requires more proofing strategy 

and knowledge. The teachers should have good memorizing capabilities and spot them as 

“this is familiar to me”.  The latter is more objective and depends on various attributes 

existing  on the document such as layout changes, language changes, level of language 

differences than the oral presentations, same tables, figures, equations and other 

representations,  same spelling and grammatical mistakes, same structural mistakes, 

unfamiliar references, etc.  

Layout changes could be identified by examining the deference between default layout and 

the existing layout. Since the students are not matured in linguistic features; generally, their 

level of language manipulation is poor.  So, their composition of sentences in the paragraphs 

will damage or misinterpret or disturb the idea and plagiarism can be easily spotted by the 

lecturer or the teacher.  The vocabulary changes, the changes of the sentence length also are 

good indicators for identifying language changes. Most students use inaccurate references and 

the style of this inaccurate reference will lead to identify the plagiarized portions of a 

document. On the other hand, plagiarism on program source code can be detected by checking 

comments, memory allocations and other variable usages and the usage of programming 

structures etc. 

Consequently, plagiarism prevention is also been practically implemented in most of the 

higher education institutions recently. Three major kinds of prevention techniques are been 

used by most institutions. Firstly, they use individual assignments as possible and concentrate   

more on the classroom work. Secondly, the students are made with a good awareness on 

academic honesty policies, on fair and unfair academic activities by explicitly changing their 

attitudes to minimize dishonesty. Thirdly, they introduce proper rules and regulations with 

punishment schemes and educate the students. Then the students are able to understand the 

final results of academic dishonesty.   

However, the above tasks are tedious to exercise practically since the number of assignments 

per teacher may be high and/or the assignments may be very long.  Time constraints and other 
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classroom work will affect the teachers‟ evaluation process and finally the quality of the 

assessment may become very poor. Automation of plagiarism detection is one of the solutions 

for maintaining a good assessment system. 

Automated plagiarism detection can also basically be divided into two as External Plagiarism 

Detection (EPD) and Internal Plagiarism Detection (IPD). In EPD there is a set of suspicious 

documents and a set of source documents. The suspicious documents may contain plagiarized 

segments and the detection system would determine those plagiarized contents with the help 

of source documents. The detection mechanism can be one-by-many or many-by-many. In 

IPD there is no comparison with the source document set and the evidence of plagiarism is 

revealed through the document itself. The students‟ writing styles can be compared with the 

authors‟ genuine styles to identify the plagiarized passages. The most significant thing is that 

the documents have to be divided into segments to compare the unequal styles i.e. by 

detecting the variation of the writing style of a particular document.  

EPD yields with four kinds of major approaches such as information retrieval methods, n-

gram base methods, fingerprinting and natural language processing approaches (see section 

2.5 and 2.6 of chapter 02). All these approaches are deeply considered in this thesis. Yet, IPD 

is another theme of this study and presently, it is also an experimental area on plagiarism 

detection (see section 2.6 and 2.7 of chapter 02).  

 1.3 A New Framework for Plagiarism Detection 

After having plagiarism detection systems and approaches been closely studied a framework 

that can be implemented to accelerate and improve the efficiency of the human plagiarism 

detecting process is proposed to address this problem. It can be described as a Machine 

Assisted Plagiarism Detection System (MAPDetect), which encapsulates a framework of most 

powerful and most applicable approaches.  The user is the final decision maker of such a 

system.  All the components of the framework can be divided mainly into few modules to 

capture human cheating behavior namely, document similarity checking, natural language 

processing, and authorship verification.  The Information Retrieval Models (IRM) such as 

Boolean Model, Vector Space Model (VSM) and n-gram model are used to calculate the word 

level correlation among the documents and it is more related to the EPD (see section 3.3 of 

chapter 03). The deep structure of a document like, syntactic and semantic analyses are used 

to detect paraphrasing and collusion. Formatting structure of a document which gives more 

information of plagiarism is also emphatically considered. Authorship Attribution and 

Verification from the field of computer forensics can also be used in the proposed framework. 
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The proposed integrated plagiarism detection framework can be implemented in a free and 

open source platform and is supposed to adhere   to e-learning standards adopted by LMS. A 

modular architecture will be proposed for this framework to implement the plagiarism 

detection techniques with preprocessing sub-systems. 

1.4 Document Formatting Property Analyzer 

Time management of most university students is practically poor and assignments are written 

in the last minute. On the other hand, they are not adequately instructed to use same 

formatting properties for their normal class tutorials, assignments and other publications. Thus 

they use the Internet and copy the particular contents or they may copy down the contents of 

digital copies from other students and finally submit the assignments on time.  

Frequently, In the above process, some formatting structures of the documents may not be 

changed by the plagiarizer and the suspicious documents themselves contain those formatting 

techniques This study addresses this phenomenon and a new algorithm  is introduced to 

measure the similarities in documents with the help of document formatting properties. 

Presently, sophisticated word processors are being used by the students who submit their 

assignments to the LMS i.e. MS Word. Large numbers of formatting facilities are provided by 

these software for various word processing activities. Programmatically, these formatting 

techniques can be extracted explicitly to the document text and it can be analyzed separately 

in order to obtain the similarity score among the formatting properties (see section 3.4 of 

chapter 03).  

1.5 Intrinsic Plagiarism Detection with Authorship Verification 

Typically, plagiarism detection software may consist of tools for relative comparison of 

documents and make decisions relatively with other documents. This may cause some 

problems such as, the need for a corpus to obtain similarities and that it should be subjectively 

related to the entire document. On the other hand, the plagiarizer may use hard copies of some 

books which are not included in any softcopies of a corpus or the Internet. Then it is difficult 

to find the document which is exactly used by the plagiarizer. The absence of such tools to 

cover all the inherit abilities of a plagiarizer is another crucial problem.   In order to overcome 

these problems intrinsic plagiarism detection is proposed in the above framework pertaining 

to the internal plagiarism detection methods.  

There is a significant difference between authorship attribution and authorship verification. 

Every student has his/her own diverse and individual version of his/her own idiolect. One 
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example is the vocabulary of any person. It may be different from one another. Based on this 

universal truth the signature of an author can be detected and be made use of for detecting the 

authorship of a document or at least to obtain the basic semblance of the authorship. This is 

called authorship Attribution. However, the authorship verification concerns   whether the text 

is written by the same author or not. Here, a critical problem may arise as to how   a very 

small variation can be taken into account to verify the author as the author‟s shallow changes 

have to be caught. 

Generally, in intrinsic plagiarism detection there should be a machine learning part in order to 

cluster the different styles of the given attributes of a document. Authorship verification rather 

than the authorship attribution is the technique used in the framework with Stylometry and an 

unsupervised learning approach called Self Organizing Maps (SOM) has been used for 

clustering. In this study several new stylistic features have been introduced as Stylometry 

features (see section 2.8.4.1 of chapter 02). 

The main and the most critical factor of the intrinsic plagiarism detection is the segmentation 

of documents. It is identified that the performance of the detector directly depends on good 

segmentation.  This thesis introduces a new parameter for improving the segmentation 

process. 

1.6 Research Problem, Objectives and Scope 

Even though many plagiarism detection systems are available, they have their own limitations 

and restrictions.  Most of the commercial plagiarism detection systems have enough facilities 

to detect plagiarism but their services are restricted to registered users. This is not a feasible 

solution for many educational organizations especially in the developing world. The obvious 

solution to this problem is relying on open source systems. Unfortunately, the existing open 

source systems are currently not integrated with the e-learning systems and cannot be used 

with the purpose of educational activities. In addition, most of these systems consume more 

computational resources that are not available at the average educational environments of 

developing countries. Since the commercial products always hide their valuable and efficient 

algorithms the study had to explore a correct and efficient algorithm for detecting plagiarism 

to develop plagiarism detection software by improving the existing open source algorithms. 

To fulfill this requirement it is necessary to conduct a research of this type. 

The research aims to build a system which contains proper algorithms to avoid plagiarism in 

higher educational institutes which use e-learning systems. In doing so, it is expected to use 
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the University of Colombo School of Computing as the base institute to test the framework 

with its e-learning system and LMS. 

The following objectives are identified during the course of the initial stages of the research. 

 To identify the issues in plagiarism detection in Information Technology domain. 

 To develop/Improve algorithms to detect plagiarism. 

 To implement them in the UCSC LMS to detect plagiarism in assignments and theses 

submitted by the students. 

 To define a document similarity measure and evaluate the proposed algorithms. 

 To  eliminate/minimize plagiarism through the LMS of UCSC  

 To contribute the implementation of proposed algorithms to the open source 

community so that others interested in plagiarism detection can improve the system. 

There are several document representation methods available and these can basically be 

divided into two, namely, VSM and other syntactic and semantic representations.  

In a VSM, a document can be represented in terms of its words, substring, or n-grams. It has 

been reported that substring matching and n-gram matching outperform word based 

algorithms significantly.  

In VSM based methods, the contextual information of words are ignored and this is one of the 

major weaknesses of these methods. In order to capture this useful contextual information 

documents can be compared at higher levels such as phrases, clauses and sentences. These 

can be extracted by utilizing freely available parsers developed for English. Phrase level or 

sentence level comparison help identifying document similarity more effectively. Further, 

these syntactic structures can be converted into semantic structures so that the documents can 

be compared at a more abstract level. However, more computational power is required in 

order to analyze the syntactic and semantic structures of the given document. It is a crucial 

problem in plagiarism detection. Intrinsic plagiarism detection is used to fill the gap of these 

failures. A clever combination of the techniques mentioned above can produce a highly 

accurate optimal algorithm which can be used for automatic plagiarism detecting. 

1.7 Thesis Outline 

The rest of this thesis is structured as follows:  

Chapter 2 provides the general background of e-learning, plagiarism, plagiarism detection, 

plagiarism detection tools and different approaches of electronic plagiarism detection while 

Chapter 3 provides the proposed new framework for plagiarism detection including a new 
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approach called Document Formatting Property Analyzer, outlining the methods which have 

been carried out for intrinsic plagiarism detection with unsupervised learning. In Chapter 4, 

details of experiments and the results are presented. The most important conclusions drawn 

from the results are presented in Chapter 5, together with a summary of the contributions of 

this work and ideas for future work.  
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Chapter 2 – Related Work 

2.1 Introduction 

The literature review map of the research problem is explained by this chapter. Mainly, 

literature on the plagiarism and its nature in the higher education sector, plagiarism detection 

tools and approaches, the extrinsic plagiarism detection and the intrinsic plagiarism detection 

are deeply reviewed in this chapter. 

2.2 What is Plagiarism? 

The word plagiarism has been derived from the old English word plagiary („one who 

wrongfully takes another‟s words or ideas‟)   and plagiary is derived from the Latin word 

plagarius („kidnapper, seducer, plunderer, literary thief‟). Plagarius is derived from plagium 

(kidnapping) from plaga (snare, net) (Barnhart, 1988).  

Plagiarism is the unauthorized use or close imitation of the language and thoughts of another 

author and representation of them as one's own original work. Carroll (2002) defined 

“Plagiarism is passing off someone else‟s work, whether intentionally or unintentionally, as 

your own for your own benefits”. Another definition has been given by McNaughton which 

has a broad illustration of Carrols‟s definition. He has mentioned “Plagiarism can be defined 

as the attempt to gain advantage for yourself academic advantage, financial advantage, 

professional advantage, advantage of publicity by trying to fool someone, such as teacher, an 

editor, an employer, or reader, into thinking that you wrote something, thought something, 

constructed something or discovered something which, in actual fact, someone else wrote, 

thought, constructed or discovered” (Carroll, 2002).  “Plagiarism is the appropriation of 

another person‟s ideas, processes, results, or words without giving appropriate credit, 

including those obtained through confidential review of others‟ research proposals and 

manuscripts” (Hart and Friesner, 2004). The word plagiarism was defined by the US Office of 

Research Integrity (ORI) as „the theft or misappropriation of intellectual property 

(Anonymous, 1995). Commonly, some authors wrote plagiarism as a malpractice and many 

others view it as poor practice. (Howard, 2000) said that the plagiarism is a kind of a mental 

illness. 

2.3 Plagiarism in the Higher Education Sector 

Eventually, plagiarism is one of the crucial problems in the world and it is continuously 

growing bigger as an epidemic disease in the academia. Most of the academic institutions, 

especially universities all over the world have been affected with this formidable problem and 
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it has been proved by several researches. The evidence has been obtained from many 

countries, including the UK (Ashworth et al, 1997), the USA (White, 1993), Finland 

(Seppanen, 2002), and Southern Africa (Weeks, 2001). Several academic institutions such as 

universities with both undergraduate and postgraduate students and some public and private 

higher education institutions have been covered by these researchers. 

According to the past evidence of the world literature, journalism, politics and science, 

academia should not be taken by the monopoly of the plagiarism. Several most famous 

authors of the world also have been accused of plagiarism. Embracing William Shakespeare, 

Mark Twain, George Orwell, Alex Haley, Samuel Beckett, and Edgar Allen Poe, Song writers 

like Celine Dion as well as Michael Jackson and film directors such as Steven Spielberg were 

punished by the court on plagiarism cases (Chris, P. 2003). 

Plagiarism may occur in several ways among students. It is mostly seen as copying necessary 

paragraphs or the whole document from other sources and using them as their own thoughts. 

The source may be the essay bank, term paper mill or any other knowledge base from the 

Internet, from the hard copy of a book or a paper, or a soft copy of any other student. 

Attempting to submit tutorials or assignments of other students as their own work is another 

form of plagiarism mostly among the university students. Some students use other‟s ideas 

without quotation marks or proper citations of the origin to make such portions to bloom as 

their own thought. Some students paraphrase documents or hard copies of other students and 

trading it as their own thought (Chris, 2003). Thus, the act of cheating with the aid of 

computers can be broadly divided into two categories in the higher educational practice of 

those students. Firstly, it is observed that their practice is reproducing the materials of the web 

and willfully using them in their own tutorials, assignments, study papers or reports to appear 

them as their own thought. This is nothing other than plagiarism. Secondly, if the student is 

supposed to submit an assignment individually on a common topic for the whole class where 

they are supposed to  work together using learning resources commonly and submit them as 

independent work. It is collusion. In both cases, students pass off work of other‟s as their 

own. It is a very difficult and extremely time consuming endeavor on the part of the teacher or 

the lecturer to detect and mark plagiarism manually to judge whether it is plagiarism or 

collusion.  

Conversely, some legal aspects are established by most of the higher education institutions on 

such cheating behaviors. Hence, the teachers or lecturers are expected to shoulder more 

responsibility to catch the students who may have been involved in cheating intentionally or 
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unintentionally. Thus, it will be a risk legally to both students and teachers (Miguel, R. 2006), 

(Barret and Cox, 2005) and (Carroll, 2004). 

2.4 Categorizing Plagiarism Detection  

Figure 2.1 shows a wider abstract categorization of plagiarism detection which is identified in 

the literature review.  

 

 

 

 

 

 

 

Figure 2.1: Categorization of Plagiarism Detection Methods 

Integral manual detection of plagiarism is a very labor intensive and time consuming effort 

and, it is obvious that it is definitely inefficient. If a lecturer or a teacher attempts on manual 

detection of plagiarism he/she should examine a large number of documents. Conversely, a 

person who involves in this effort should possess a good knowledge of such documents as 

well as they should have practical experiences of the behavior of such students.  

Electronic plagiarism detection is a new development of the information technology which is 

known as Automatic Plagiarism Detection. Generally, the goal of the automatic plagiarism 

detection is to automate the above task and hence, it should be the identification of the 

plagiarized segments of a suspicious document electronically without human intervention. 

More practically, human beings are the decision makers in these kinds of systems and all 

detection measures are made by the computer which will support to make such decisions.  

There are two major distinctions of electronic detection devices, namely, extrinsic (external) 

detection and intrinsic (internal) detection. External plagiarism detection is more related to 

techniques of information retrieval, such as vector space model, n-grams and fingerprinting.  

Intrinsic plagiarism detection rather depends on analyzing the variations of the Stylometry 

features of a document and authorship verifications (see section 2.7 and 2.8). 
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2.5 Plagiarism Detection Tools and Algorithms 

Automatic plagiarism detection has been growing through several decades and it has not yet 

reached maturity. Researchers who have struggled with the plagiarism as a worldwide have 

designed various tools and algorithms to detect them. It is essential to study the literature of 

previous studies in order to carry out more reliable and sophisticated algorithms or tools. 

Mainly, the plagiarism detection tools can be divided into two, such as program source code 

plagiarism detection tools and natural language plagiarism detection tools (Jurriaan, et. al. 

2010).  

Although the research concerns on natural language plagiarism detection, especially English, 

it is important to mention the tools of source code plagiarism detection. JPlag is a web based 

system which is especially used to detect program source code plagiarism by uploading the 

documents to its website [www 19]. It presents results in HTML format and can input C, 

C++, Java, and C# source codes. Greedy String Tiling is the base algorithm used by this tool 

(Prechelt, et al. 2000).  MOSS (Measure of Software Similarity) is another sophisticated web 

based source code plagiarism detection tool which supports a wider range of computer 

languages than JPlag such as C, C++, C#, Java, JavaScript, Python, Visual Basic, FORTRAN, 

ML, Haskell, Lisp, Scheme, Pascal, Modula2, Ada, Perl, TCL, Mat lab, VHDL, Verilog, 

Spice, MIPS assembly, a8086 assembly, and HCL2.  Winnowing algorithm which is based on 

fingerprinting approach is used by this tool. The output will be presented as HTML and there 

are links to the user to obtain more information [www 20]. Plaggie is different from the above 

tools and it is an open source. It should be installed locally to the machine. It can accept only 

java source code to detect plagiarism and will give plain text output about the result. Plaggie 

also uses Greedy String Tiling algorithm and does not use any optimization algorithm like 

JPlag. SIM plagiarism detection tool can be used to detect plagiarism on both programming 

source code and natural language texts (Jurriaan, et. al. 2010). C, Java, Pascal, Modula-2, Lisp, 

and Miranda are been accepted by SIM tool as computer languages successfully.  The tool is 

launched by command line arguments and the output is written on text file.  

Plague was built to detect these reusing or copying the program codes.  Plague consists of 

three main phases such as (Prechelt, et al. 2000): 

1. In the first phase, a sequence of tokens is produced for each file, as well as a list of 

structure metrics, reworked as a structure profile, which summarizes the structures 

used in the program. The component structure metrics represent iteration and selection 

statements, and statement blocks. 



 13 

 

 
 

2. In the second phase Ο(n
2
), the structure profiles are compared and pairs of nearest 

neighbors are determined using a combination of language specific distance functions. 

It is expected that at the end of this phase, the majority of submissions will remain 

unpaired; if any paired submissions remain, they move forward to the next phase. 

3. In this phase, the token sequences are compared using a variant of the longest common 

subsequences algorithm. 

Plague endows a number of problems: 

1. Plague is currently applicable to programs written in Pascal, Prolog, Bourne Shell and 

Llama (a Pascal translator generator); writing versions for each new language requires 

considerable effort, starting with the construction of a parser for the target language 

and the selection of distance metrics to be used in the second phase. 

2. The results are returned in the form of two lists which are ordered by indices, H and 

HT, which need to be interpreted. The Plague manual provides guidance on how to do 

this. 

3. Parts of Plague are written in Pascal, and while good quality C implementations are 

common, good quality Pascal implementation is rare and implementation is dependent 

on features abound.  

Yet, Another the Plague (YAP) moves through two phases such as generation phase which 

converts the file into tokens and the other which creates token files for each submission. In the 

second phase the pairs of token files are analyzed and finally these files are compared. While 

the files are being tokenized the inbuilt functions, the language structures, identifiers etc. are 

removed. 

In other words, YAP is able to counter (or at least limit the effect of) all the ploys used by 

students to disguise the copied work. In general, it appears that YAP is at least as accurate as 

Plague in detecting significant similarities and at least as good as Plague in avoiding finding 

matches where plagiarism is non-existing (remembering that both are a sliding scale). YAP is 

more portable than Plague, and its output is easier for users to understand. In terms of each 

system‟s performance, YAP is clearly much slower than Plague, which may prevent its use 

for large classes.  

GLATT is another stand alone non-web based plagiarism detection tool which is used in a 

different way to detect plagiarism. It accepts the student‟s assignments or reports and makes 

standard sizes of blank words. Students are requested to fill up the blank word. The time 
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consumed for their responses, comparisons with the correct answers and some other factors 

will be determined in calculating the plagiarism index for the submissions and finally give the 

ranked result [www 8].  

The SCAM tool of plagiarism detection uses common keywords from the document by 

scanning the union of word sets. Count of these key word occurrences are used to detect 

plagiarism. This system searched thousands of DBWorld research papers and detects some 

serious cases of plagiarized documents (Shivakumaran, 2003).  

The SNITCH (Spotting and Neutralizing Internet Theft by Cheaters) which uses an algorithm 

with the Google Web API has advanced ability to detect cut and paste plagiarism. Sliding 

Window Approach is used by this system. Firstly, it obtains the windows one by one from the 

document and secondly, it reads each window containing words and measures the number of 

characters per each word and thirdly, uses the average number of characters on which the 

algorithm assigns a weight for the window and memorizes it. The system repeats this 

procedure for all windows. When one searches for plagiarism he should first eliminate the 

overlapping windows. Then all the windows should be ranked in the order of weights and the 

top weighted windows are selected for searching in the Internet. The tool gives good 

performance on the tested document set without any false positives and the comparison with 

EVE tool also is made use of in the research (Sebastian and Thomas, 2006).  

CHECK anti-plagiarism detection tool uses a different method for detecting plagiarism with 

recursively applied information retrieval techniques and finally tries to extract semantic 

meaning of the texts. According to the comments given by the authors, the method may give 

good results since the processing time is reduced by eliminating the most unnecessary text 

segments. Document recognition, keyword extraction, and generating the structural 

characteristics are the key features of the tool (Antonio et. al. 1997).    

TurnitIn is the leading plagiarism detection software in the world and it is a web-based 

system. In 2007 there were more than 50 countries that used this system which can be used 

individually, department wise, by a single university or by many universities. Turnitin has 

more than 10 million pre- submitted papers as its database and it is updates more than 40 

million web pages per day. There are more than 10 million users using Turnitit all over the 

world and more than 20000 papers are processed per day.  The users are provided with 

various facilities for identifying the plagiarized segments in the documents as matching 

percentage, links, highlights of the plagiarized sections, sources of the plagiarized documents 

as well as printing facilities. LMS, which are called Blackboard, Angel and Moodle can be 
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integrated with this tool and should pay extra payment for integration. Turnitin provides 

excellent facilities for training and helping on using it with video and printed materials. 

Online training programs are also included 
 
[www 4]. 

MyDropBox, also, is one of the web based plagiarism detection systems which reads nearly 

10 billion documents from MSN. Both Academic and non-academic institutions are serviced 

by this tool and all the reporting facilities in Turnitin are also included. Online training with 

animations and onsite training are included in this system. It can be integrated with 

Blackboard, Sakai, and Moodle LMSs. More than 300 institutions from 30 countries covering 

more than 2 million users have registered for this tool. Especially, this tool supports to detect 

plagiarism on more than 150000 papers from paper mills [www 5].   

WCopyFind is another tool and it is free software developed by the University of Virginia in 

2002. This tool can be used for detecting plagiarism of a submitted document set. The user 

should provide the document set to the system and the documents are checked against each 

document of the provided set. A HTML report will be generated by the system with matching 

phrases underlined. It has only online FAQ as help for the users [www 6].  

CopyCatch is commercial downloadable plagiarism detection software and it can be used 

department or individual wise. Google API is used by the tool for web plagiarism. It is the 

same as WCopyfind and the user must submit the documents to the system. The tool includes 

the side by side comparison of the document and can save the reports as requested by the user.  

The company provides one day training on the tool as requested by the registered 

organizations [www 7]. GLATT plagiarism detection tool built by Dr. Babara S. Glatt in 1987 

is distributed as CD copies. It is the same as WCopyfind and the users are provided only with 

the final result of the detection. The software can be used individually and no supportive 

facilities are available [www 8]. 

Urkund is also an anti-plagiarism software which can be used on any plagiarized text with 

more than 400 characters. This is a commercially available web-based system and all the 

administration work is handled by the company. No web or any other server is maintained in 

the registered organization and all the security features on documents are handled by the 

company. It uses e-mail to upload the student‟s documents and the results also will be 

received by e-mails. According to the company “Urkund was born from the academic world. 

A team of teachers developed the idea of a web based service that would help them detect and 

deter plagiarism and Urkund was born in the fall of 2000. The problem of plagiarism received 

much attention in the media and more and more began realize the scope of the problem and 
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the need of a tool to support the pedagogical work. Urkund continued to grow and develop 

over the years and came to be recognized as Sweden's foremost anti-plagiarism service.” 

Urkund uses several data sources in order to detect plagiarism. Such as the Internet (over 10 

billion web pages), published material and previously submitted student texts (over 2 million) 

are the three sources. The source area contains scientific and popular articles, references 

books and databases and more. It is also possible for clients to add their own sources, such as 

internal databases to the plagiarism checks. When using Urkund program vendor is 

responsible for all detections. All the students are given ID number for authorization to submit 

their submissions. This ID is generated by the lecturer on given interface to him. Students 

should log in to the system by using the given number and then submit their assignments to 

the system. They are stored at the company and the lecturer can obtain the plagiarized 

documents on his/her interface. The system changes the color of the text portions in order to 

indicate the plagiarized documents. To identify plagiarism, the number of hits in the 

document will be counted and that will decide whether the document is plagiarized or not. 

Another tool called Genuine Text also provides same facilities as Urkund does and both tools 

are mostly used in Sweden Universities with Sakai LMS. Plagiarism.org [www 8], Paperbin 

[www 9], Text Ranker
 
 [www 10], FindSame

 
[www 11], HowOriginal.com

 
[www 12], 

Plagiserve
 
[www 13] are other commercial and free web based software available for 

plagiarism detection. 

2.6 Different Approaches of Plagiarism Detection 

Water Mark based approach is one of the passive copy detection approaches (Hiary, 2005). 

The original document contains a water mark on it and the original user of the document is 

recognized by that mark. There are some drawbacks of this approach, as well. As the 

watermark of a document can be either deleted or corrupted by applying compression 

techniques, one can reproduce the same document without its original watermark. 

Furthermore, if one copies a portion of a document without inserting the watermark this 

approach will not be able to detect plagiarism (Hiary, 2005). 

From the beginning of the information era storing and retrieving information become a highly 

necessary requirement. Facilities of storing very large amounts of information are rapidly 

increased after the invention of computers and, again, searching for necessary and useful 

information from such collections also has become another requirement. The field of such 

kind of activities has been opened by Vannevar Bush in 1945. He tried to access a large 

amount of information automatically. In 1957 the first algorithm was explained by H.P. Luhn 

and he proposed indexing the terms and measuring the word overlaps can be used as a 
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searching technique (Singhal, 2001). During the last fifty years the field of information 

retrieval has been considerably developed by thousands of researchers all over the world with 

sophisticated and efficient algorithms. These improved algorithms have also been employed 

as searching mechanisms of the World Wide Web from 1990‟s and now it has become 

matured.  

Document ranking with information retrieval (IR) is one of the popular approaches of 

plagiarism detection. These IR models basically depend on the given query and there are two 

categories of this approach; conventional and non-conventional. The former is based on 

Boolean model and the latter can be explained with probabilistic model or VSM or by using 

fuzzy matches (Salton, 1983). Generally, there are three steps to be followed to make a raking 

result.  On the first step, the document collection is indexed and on the second step, the query 

is processed with each document of the collection with computing weighted values in order to 

obtain the similarity matrices. Finally, the documents are stored in descending order and the 

topper most ranked documents are selected as identical to the query document. 

The Boolean Model is a simple IR model which is based on a set theory and Boolean algebra. 

It is a non-weighted approach of information retrieval and is easy to implement. The main 

drawback of this algorithm is that too few or too many documents can be given by exact 

matching of terms and finally it will be difficult to ranking the results. However, it may be 

useful in some types of plagiarism detection like copy paste plagiarism. In the VSM a 

document is represented by a vector and each item of the vector is a term of the document. 

Each item of the vector is assigned to a value and this value is a function of term frequency in 

which such term occurs in the document collection. It gives the importance of the term which 

associates with the given document.  

The VSM has very important properties. The document vectors can geometrically be 

compared by using their angles and it is easy to measure the similarity among documents. 

Cosine is used to quantify this correlation in normalized forms. If the angle of the two vectors 

 and  gets high, the cosine value is related to 0. It indicates that the documents are totally 

different and the correlation will be very low. If the angle of the two vectors is identical, it has 

a higher correlation and the cosine value reaches 1. The property of finding correlation among 

given documents and the query document is utilized with the intrinsic plagiarism detection by 

(Mario et. al. 2009). 

Another partial copy detection approach is document Finger Printing. Dividing the document 

into Ngram and assigning hash values is the first step.  Then an algorithm is used to select the 
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hash values as fingerprints and finally evaluates the hash value for each Ngram of the two 

documents to compare the documents for detecting plagiarism. There are several algorithms 

used to select the hash values to represent fingerprints. Shivakumaran (2003), Schleimer and 

Wilkerson (2003) guaranteed that the winnowing algorithm is efficient and matches of the 

certain lengths are detected. However, document fingerprinting approach does not consider 

the behavioral patterns of the plagiarists (Heintze, 2000). There are several algorithms for 

dimensional reduction in fingerprinting and the Winnowing algorithm is used successfully. 

(Schleimer and Wilkerson, 2003). In this algorithm, all hashes of n-grams are divided into 

windows of size  and value of  is assigned by the user. A guarantee is given by this 

algorithm for at least one fingerprint selected from every window. It means that at least one n-

gram is selected by every shared substring of length . According to Schleimer and 

Wilkerson (2003), the method of selecting hash values from window after defining the 

window size  is “From each window select the minimum hash value and if there is more 

than one minimum hashes, select the rightmost occurrence”. They have proven that this 

algorithm is more efficient than other algorithms by using 20000 web pages. This algorithm 

was used to select the hash values for normal documents created by the students. The 

implementation of algorithm was extended more efficiently by hash table data structure.  

The behavioral patterns of the plagiarists have been considered in the Multi-Level Text 

Compression approach. The core idea of this approach is Levenshtein distance. It is based on 

analyzing the document structure rather than specific word or word frequencies. Plagiarists 

can do three things like insertion, deletion or addition of some information. This approach 

uses this phenomenon to model the behavior patterns of the plagiarists. The algorithm marks 

the similarities according to the minimum distance which is affected by primitives such as 

insertion, deletion, substitution. If the edit distance generated by the plagiarism function on 

the above primitives is greater than the threshold the document will be a plagiarized one. This 

property can be applied not only on the word level but also on other levels such as paragraph 

and period levels. This approach uses recursive plagiarism functions to identify plagiarized 

documents and the chunk pairs are selected by using the given criterion in order to minimize 

the time consumed on unnecessary comparisons among documents (Manuel et al, 2006). 

According to Sebastian and Thomas (2006) there are 40% students recently involved in cut 

and paste plagiarism with their studies with at least one writing assignment and 77% do not 

feel that it is a serious illegal action. This type of plagiarism can be detected by manually 

copying the area to search engine and search the plagiarized documents in the web. It is a 

tedious and time consuming effort. Mostly, in technical papers and in most scientific papers it 
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is more difficult to find out the plagiarized portions because the most technical abbreviations 

are the same. They also discussed the cost and time consumption of some commercial 

plagiarism detection tools which are difficult for the ordinary users. 

 The EVE2 software costs $29.95 for license and takes from 2 to 45 minutes to scan a 

typical 5-7 page paper, depending on the scan type. 

 TurnItIn spends four to six hours for one submission and the cost for annual 

membership is $3000 or a license fee and per-student charge ($530/year plus 

$1/student) 

 MyDropBox services the same to TunItIn and within 24 hours the reports are provided 

for one submission. 

The authors of the paper consider and address some technical issues when they designed a 

plagiarism detection tool. The identification (concern on vocabulary of students), 

thoroughness (concern on the degree of plagiarism) and the usability of detection tool by both 

students and the instructors are their three major concerns. 

Variations of greedy matching algorithms are used by most detection systems. For example, 

Running Karp-Rabin Greedy String Tiling (RKRGST) is used in YAP3, JPlag, Plaggie, and a 

similar approach is used in FPDS. These algorithms appear with some heuristic values such as 

the minimum length of matching substring etc. This takes some time to increase the false rate 

and hence the reliability is low. This limitation gives inaccurate results and sometimes the 

plagiarized document may be indicated as a non-plagiarized document. Consequently, the 

plagiarizer may swap the text into different positions, and then the system may not be able to 

understand that it is a form of plagiarism.  

Most of the plagiarism detection approaches are based on file-to-file comparison methods and 

usually string matching algorithms are implemented to get the correlation among documents 

and ranking the documents in order to get higher similarities. These approaches give 

significant performance on plagiarism with direct copying sources to the suspicious 

document. However, it does not concern the internal structure of the document and hence, 

string similarity approaches are unable to determine the attempts of plagiarizer which are 

related to paraphrasing (Chi-Hong and Yuen-Yan, 2007). 

Generally, plagiarizer can rename the variables, change the program control structure, and 

modify the lexical structure. Some techniques like tokenization, parameterized matching are 

used to prevent this. Such techniques may not appropriate for documents which are created by 
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using natural languages. Mozgovoy et al. (2007a) presented how to use Natural Language 

Processing (NLP) in order to overcome the hiding behavior in plagiarism. Consequently, his 

findings have been illustrated how to detect split matching in plagiarized documents. 

All the natural language sentences have syntactic and semantic structures. NLP parsers can 

detect and divide natural language sentences into syntactic structure of a sentence and it will 

get the actual idea of the sentences other than the order of the words. This utility can be used 

to detect plagiarism more accurately. In order to experiment, they use probabilistic context-

free grammars (PCFGs), with Stanford Parser. This parser uses a Cocke-Younger-Kasami 

(CYK) search algorithm and can output both dependency and phrase structure analyses. Klein 

and Manning reported labeled precision and recall figures of 86.9 and 85.7 respectively for 

this parser. They use Java transformation of Stanford Parser output to get grammatical 

dependencies into alphabetical order. 

There are some technical issues. Natural language parser uses ordinary text documents and on 

the first step it creates the parsed file. On the second step this parsed file is used by the 

plagiarism detection software to detect the plagiarism (This will allow checking the efficiency 

of deferent parsers and preprocessors). However, the basic drawback is that parser attempts to 

change the word order of the sentences and the detector cannot identify the position or 

sentence block of the original document. Two methods are suggested to be adopted to 

overcome this drawback. Firstly, the system should highlight the entire paragraph other than 

the word chain and secondly, the parser should maintain metadata of the document. To 

evaluate the system they use 128 BBC News Massages and divide those massages into four 

categories as Business, Europe, Science/Nature, and Technology. The median size of each 

message (after removing all formatting) is about 2 KB. They also use several files with 

plagiarism including copy & paste with subsequent change of words and phrases.  

In practice, it is possible to get rid of incorrectly matched pairs by raising a similarity 

threshold for the final file pair list. For the plagiarized free-form essays the similarity ratios 

have been increased significantly up to 50%-80%. The results are also noticeably affected by 

the value of the “shortest string length to match” constant. The smaller the constant is, the 

lesser is the effect of the use of the parser. High constant values cause higher effects. This 

experiment shows that the technique is more effective on intentional plagiarism other than the 

normal similar documents. If there are more swap words it gives higher accuracy. Since the 

copy & paste plagiarism contains more swapping of words the plagiarizer will motivate to 

hide the copy & paste plagiarism by using this method. Swap is a good parameter of 

plagiarism to consider when developing a system and a wider difference in numbers may 
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indicate the presence of intentional word swaps, and, therefore, of plagiarism (Mozgovoy et 

al., 2007 b). 

Most of the plagiarism detection systems use some methods of similarity detection. Hence the 

quality of the system depends on the selected method and the similarity calculation. If the 

detection is fast, less precise result will be provided. Mozgovoy et al. (2007b) represented a 

fast and reliable approach and offline plagiarism detection was concentrated with it. 

Fingerprinting is a rarely used system and it deals with special fingerprints such as average 

line length, file size, average commas per line etc. Most newly implemented plagiarism 

detection systems use content-comparison techniques and parse trees which detect similarity 

on file pairs. This approaches consume O(f(n)N
2
) time to perform the detection. N is the 

number of file in collection and f(n) is the time needed to compare the two files length n. The 

use of Suffix Arrays FPDS will improve the algorithmic performance. Search routine also will 

be improved as special heuristic search routine. The complexity is O(nNγ +N
2
) time. Where N 

is the number of the file in collection, n is the average file length and γ is a special fine-

tunable constant.  

Plaggie in JPlag project uses Running-Karp-Rabin Greedy-String-Tiling (RKR-GST) 

algorithm which is used in YAP3 tool. Empirically in most cases FPDS gives reliable results 

of plagiarism detection. FPDS uses two steps Firstly, Using RKR-GST it searches easily 

detectable matches and skip those matches. Secondly, the algorithm does not consider finding 

continuous matches, so the similar chunks can be uniformly spread inside the files which are 

being analyzed. Plaggie is highly reliable and result reporting capability and FPDS are 

speedier than Plaggie. The approach combines these two characteristics together. FPDS gives 

output as lists of file-to-file similarity and generate special documents. Then Plaggie uses 

such documents to maximize the similarity within a given threshold. 

Two assumptions can be established by using this combined approach. Firstly, the combined 

system should be noticeably faster than Plaggie and secondly, FPDS generally should not 

exclude files from the input set. The experiments prove these assumptions are correct. Finally 

with empirical results the approach concludes that the higher correlation among Plagie and 

FPDS and also FPDS is a good filter for Plaggie (Mozgovoy, et al. 2007b). 

The main objective of the report which was written by Clough (2000) is giving a 

comprehensive introduction of plagiarism and introducing the plagiarism tools available to 

avoid this crucial misconduct. 
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Among students there are two types of plagiarism as collusion and direct plagiarism, 

sometimes word-to-word, yet, sometimes paraphrasing (Carroll, 2002). The project called 

METER is assigned for detecting paraphrasing. In Universities, plagiarism detections are 

difficult since the lecturers have too many assignments to mark or different academics mark 

the assignments or universities keep the student work as confidential things. And, on the other 

hand, plagiarism is difficult to prove because the texts concerned are written under one topic 

and the most linguistic words like in English words look alike as high as 50% of the 

vocabulary even in paraphrasing.  Hence most of the systems used in detecting some unusual 

patterns like long sentences, use of common propositions, same spelling mistakes, some 

identical comments etc. 

One of the plagiarisms avoiding effort is to teach how to cite the copied items and to 

implement the rules and to govern the rules correctly. An automated program for teaching 

students is GLATT plagiarism teaching program. Several important plagiarism detection 

methods for written texts are suggested by the author. Uses of vocabulary, changes of 

vocabulary, incoherent text, punctuation, amount of similarity between texts, common 

spelling mistakes, distribution of words, syntactic structure of the text, long sequences of a 

common text, order of similarity between texts, dependence on certain words and phrases, 

frequency of words, preference for the use of long/short sentences, readability of the written 

text, dangling references are some suggested aspects to consider. 

The determination of author style on one or more of the above mentioned characteristics is of 

vital importance in detecting plagiarism. The system called Computational Authorship 

Attribution caters to this phenomenon and the following statistical techniques are suggested 

by them: 

 the average length of sentences (words),  

 the average length of paragraphs (sentences), 

 the use of passive voice (expressed as a percentage), 

 the number of prepositions as a percentage of the total number of words, 

 the frequency of “function words” used in each text 

Clough (2003) presents some important ideas on plagiarism and their detection. He concerns 

plagiarism detection as a problem to be solved; not to cover other aspects of plagiarism, how 

much ever important they are, such as: surrounding ethical and moral issues, suggestions for 

practical steps that the individuals or institutions can take to detect, reasoning behind student 

plagiarism, or guidance for writers on how to prevent themselves unintentionally plagiarizing 

their sources. Academics motivate students and researchers to do academic work that depend 
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on the others‟ ideas. But it seems that they do not teach them on fair citations or 

acknowledging the others‟ ideas or materials.  

The detection of plagiarism varies from other forms of text analyses like authorship 

attributions based on lexical and syntactic classifications. Plagiarism detection is sometimes 

like authorship attribution but is deeper than the information retrieval. It concerns the contents 

other than the author and his lexical and syntactic measures. The researchers should consider 

two aspects of such as detection within a single text or between multiple texts. The research 

addresses three areas of automatic plagiarism detection other than the cut-and-paste or simple 

rewriting such as finding suitable discriminators of plagiarism which can be quantified and 

develop suitable methods to compare those discriminators and finding suitable measures of 

similarity. Detecting plagiarism in natural languages is more difficult because of (1) 

ambiguity, and (2) unconstrained vocabulary. Clough (2003) suggests that all the approaches 

such as file comparison, information retrieval, and authorship attribution, compression and 

copy detection be applied to overcome these problems. He recommends five research areas - 

Multi-lingual detection, a text collection for plagiarism detection, use of natural language 

processing, use of techniques from machine learning, detection within single texts, and 

comparing texts using Dotplots.  

Viper is another free and online plagiarism detection tool. It provides some capabilities 

including scanning a document with a document set created by the user, scanning documents 

against billions of web pages, detecting copied contents from online sources such as books 

and journals, comparing documents with the millions of students essays provided by the 

company. Further, it highlights the actual plagiarized segments of the document and it is 

easier to the user [www 21]. 

Most of the plagiarism detection systems use file-to-file comparison with words. The decision 

whether a document is plagiarized or not is based on a count of lexical similarities. The 

problem is, if the plagiarizer intentionally changes the words (not meaning) the system does 

not identify it as a plagiarized document. Chi-Hong and Yuen-Yan (2006) use NLP in order to 

overcome this problem. They identify some common situations in plagiarism. Copying from 

non-electronic sources cannot be identified by the automatic detection. However, some 

situations like copying from web, changing the voice or tense of the sentence structure, and 

applying synonyms can be detected by the automatic detection systems. Conversely, normal 

string matching techniques are unable to determine this type of plagiarism because string 

matching uses the surface structure of a sentence other than the internal meaning. A word of a 

sentence only has lexical meaning and according to their meanings they can be categorized 
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into Nouns, Verbs, Adjectives, and Adverbs. WordNet represents the meaning as related to 

the particular word. Nouns include Hypernyms, Hyponyms, Coordinate terms, Holonym, and 

Meronym. Verbs contain Hypernym, Troponym, Entailment, and Coordinate terms. 

Adjectives have Related Nouns and Participles of verb. Finally, Adverbs have Root 

Adjectives. Their detection of word replacement by the plagiarizer is based on such concepts. 

They suggest context free grammar and semantic representations of sentences as powerful 

techniques in NLP in order to identify similarities of documents as well as finding out 

paraphrasing. 

2.7 Authorship Attribution and Verification 

Authorship attribution and verification was born with the linguistic investigations on 

authorship or forensic purposes (Coulthard, 1993). It is one of the oldest and newest problems 

in information retrieval (Juola, 2006). Mainly, the task of authorship attribution is to identify 

the author of a given text. Finding which author from , , …  writes the document  is 

the main procedure of the authorship attribution. Using a set of another known documents of a 

particular author and identify his idiolect and it is used to classify the author of another text is 

the manual procedure of the authorship attribution. Currently, the methodologies of statistics 

are applied broadly in authorship attribution. The approaches which are used in this field can 

be broadly divided into three as unitary invariant, multivariate analysis, and machine learning 

classifications. All those approaches add some portions of development to become the modern 

technologies of authorship attribution and verification. Similarly, the modern technologies 

and algorithms of computer science with very large corpuses also have affected to develop the 

techniques of authorship attribution via an information retrieval background.  Another 

sophisticated approach called corpus linguistics also has affected this development. The 

corpus linguistics authorship attribution can be defined as presuming the attributes of an 

owner of a piece of linguistic data (Juola, 2008). Computer assisted authorship attribution 

aims to classify documents among authors using training linguistic data from documents and 

identify authors of a given document set automatically.   

In the means of computer science, there is another deviation of document clustering with 

pattern recognition contrariwise; authorship verification concerns mainly determining whether 

a particular text is written by the given author or not and rather does not attempt to determine 

the ownership of a particular document. The main idea of authorship verification is 

concluding whether the document  has been written by author  and whether author  also 

has involved in writing document . It is essential to identify the very small changes of the 
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author‟s style in authorship verification than the procedure of authorship attribution. 

Consequently, it is typically a classification or pattern recognition which depends on finding 

the discriminate features to identify the particular author clearly. 

Two different approaches called writer-dependent and writer-independent have been 

introduced by researchers for authorship verification.  Former is the standard approach and a 

large number of sample datasets has been employed to generate a specific model for the 

author. The main drawback is when dealing with a different author, the classifier should be 

trained with a new sample every time. Otherwise, a reliable model will not be generated by 

the classifier. Generally, in practical situations, if enough samples are not there for a particular 

author, then some classification errors with less performance will be presented. Modeling 

probability distributions of classes in the classification is the major task of the writer-

independent approach and hence, the classifier gives the verification according to the 

predefined probability distributions. Pattern recognition also has been used for authorship 

verification under the writer-independent approach and it will be a good opportunity to reduce 

the n - class problem to 2- class problem such as genuine document and forgery (Daniel, et al. 

2008). 

 2.8 Stylometry 

2.8.1 What is Stylometry? 

The study of analyzing the unique styles of linguistic and idiosyncratic writing behavior of an 

individual person is the primary goal of the Stylometry.  The basic assumption of Stylometry 

is the “core of author‟s style can be quantified” and those are the discriminators of a mixed 

origin. Currently, Stylometry is being used in various fields such as literary works, authorship 

attribution, authorship verifications, music lyrics, music melodies, paintings, forensics, 

plagiarism, electronic mail, instant messaging, identification of terrorism, finding the origin of 

computer viruses etc. Several tools have been utilized in doing such verifications on 

Stylometry, particularly identifying unknown e-mails and massages on chatting and blogging 

systems, identification of authors‟ signatures etc. However, the most popular area where most 

researches have been done on Stylometry is authorship attribution and verification. 

2.8.2 Related Work of Stylometry on Authorship Attribution 

and Verification 

The history of Stylometry started from the 14
th
 century. In 1439 Lorenzo Valla proved that the 

Donation of Constantine was a forgery and it was not a book pertaining to the historical era 



 26 

 

 
 

(4
th

 Century) and it was the book of 8
th

 century [www 14]. The first approach of statistical and 

mathematical analysis appeared in literature written by Thomas C. Mendenhall, an American 

physicist in the 18
th

 century [www 15]. He used the word frequencies of one letter, two letters 

and so on which called word spectrum to analyze Charles Dickens' Oliver Twist and William 

Thackeray's Vanity Fair. The true mathematical approach called Stylometry was invented by 

Wincenty Lutoslawski and he used 500 numerical attributes to analyze Plato's Dialogues to 

distinguish their chronology. At the beginning, analysis of frequency spectrum of simple 

words such as pronouns, conjunctions, prepositions, and so on were the heart of the 

Stylometry and afterwards machine learning approaches have been used by most researchers.  

Juola (2008) has suggested that the previous work on Stylometry in authorship attribution can 

be divided into three categories such as classical approaches, federalist analyses, and 

controversies: like Qsum and the Elegy and, Foster and the Elegy. Mainly, the classical 

approaches comprise with the work done by Holmes and he proposed that “word-length might 

be a distinguishing characteristic of writers”. Most of the classical approaches tried to create 

authorial fingerprint. However, these studies at large were not successful, so, later, other 

statistical approaches have emerged including average sentence length (Yule, G. U. 1938), 

Yule‟s “characteristic K” (Yule, 1944), other measures of “vocabulary richness” such as 

Simpson‟s D index (Simpson, 1949), an average number of syllables per word (Fucks, 1952), 

distribution of parts of speech (Somers, 1972), type/token ratios (Tallentire, 1976), average 

word length (Kruh, 1988). Reliably sufficient results have not been provided by many of these 

classical approaches (Juola 2008), (Stamatatos, 2009). The federalist analysis was started by 

Mosteller and Wallace. They tested a new approach called synonym pairs of federalist 

documents. However, they understood that the method would not give proper results with the 

use of function words as features to categorize the federalist papers. (Mosteller and Wallace, 

1964). Most of the post-federalist analysts have followed the method of Mosteller and 

Wallace and the federalist papers have become a milestone of authorship attribution. The next 

era began with graphical representation of correlation between the characteristics by using a 

technique called QSum which is an abbreviation of cumulative sum (Farringdon, 1996). But 

the approach was not accepted mostly since the obtained result did not provide good shelter 

and the researchers who involved with this approach had to undergo severe criticism.     

Vocabulary is a good cue for identifying the writer of a document. Some special words in the 

document tell not only about the period of the document but also exhibit the group or the 

country of the author (Johnson, 1996). However, Juola (2008) mentions that this kind of 

approach is more problematic on two reasons that data can be faked and the particular word 
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may not appear itself in the most documents. In order to overcome this problem he has 

suggested calculating a large scale of simple statistics and vocabulary. Since every word of 

the document has simple measures like length, syllables, language of origin, part of speech 

etc. it is possible to have more sophisticated measures which simply calculate the word 

distribution like Zipf distribution.  

Another variation of the measures which have been used was vocabulary richness measures as 

style markers on authorship attribution. These measures attempt to quantify the vocabulary of 

the document according to the density of various functions of features. The type/token ratio, 

once occurring words V1 (hapax legomena) or twice occurring words V2 (hapax 

dislegomena) are usually used metrics (Honor´e, 1979), (de Vel, et al. 2001). The problem of 

these vocabulary richness measures is that they depend on the document length and present 

unreliable results for short documents. Most researchers have suggested various functions to 

avoid this dependency on text length.  Flecsh Index which is calculated by using average 

sentence length and the number of syllables per word is useful for measuring the easiness of 

the reading text (Clough, 2000). If this index is higher in value it denotes that the text is easy 

to read. Kincaid is another index which uses same data to calculate the index. The FOG Index 

is another variation of readability score which further uses the complex words which have 

more than three syllables (Tweedie and Baayen, 1998), (Johnson, 1998). The other resolutions 

of these kinds of measures are SMOG‟ formula, FORCAST formula and Fry Readability 

Graph (Johnson, 1998). The Average Frequency Class measure has been used by Mayer and 

Stain which calculate the vocabulary of the author and it does not depend on the length of the 

document. A document's average word frequency class tells the style complexity and the size 

of an author's vocabulary. It has very less variance between document lengths (Meyer, et al. 

2007). Arriving at more and more electronic document bases and media, researchers attempt 

to introduce more sophisticated and computationally complex approaches such as using part-

of-speech tags with syntactic and semantic analyses (Stamatatos, et al. 2000), (Kim and 

Walter, 2008) in more advanced, applied Ngram based approaches to obtain more accurate 

results. N-grams of syntactic labels from partial parsing have been used as features of 

authorship attribution by Ol‟ga Feiguina and Graeme, (2007). Although more reliable results 

have been given by these approaches the measures of those approaches are more 

computationally complex and cannot be used for general purposes. Broadly, two types of such 

measures can be defined in the above approaches including application of specific measures 

and structural measures (Stamatatos, et al. 2000). All those measures pertaining to the lexical, 

character, syntactic, or semantic are application specific measures and greetings, farewell, 
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indentations, length of paragraphs, font type, font size; font color, etc. are the structural 

measures (de Vel et al. 2001). However, modern Stylometry on authorship attribution and 

verification going towards machine learning accompanying the above mentioned more 

reliable lexical, syntactic and semantic features.  

2.8.3 Style Markers 

Basically, five categories of style markers have been categorized by Stamatatos et al. (2000) 

including lexical, character, syntactic, semantic and application specific. Lexical style 

Markers mostly depend on word and sentence level features such as word length, sentence 

length. Although these style markers are noisy in short texts like e-mail messages they can be 

used as language independent features more preciously. Style markers on vocabulary richness 

on lexical category which are used to measure the diversity of word structure used by the 

author or in short it exhibits the complexity of the sentences. There are several old and new 

algorithms for making styles on vocabulary such as type/token ration, hapex legomena, hapex 

dislegomena (McEnery and Oakes, 2000), Flesch Reading Ease score (Clough, 2000), Flesch-

Kincaid Formula (Johnson, 1998), Gunning FOG Readability Test (short: FOG) (Johnson 

1998), Powers-Sumner-Kearl formula, McLaughlin „SMOG‟ Formula and FORCAST 

Formula and Fry Readability Graph (Johnson, 1998), Yule‟s Characteristic K measure (Yule, 

1944), Honor´e‟s R measure (Honor´e, 1979), Sichel‟s S measure (Tweedie and Baayen, 

1998), Brunet‟s W measure (Holmes and Forsyth, 1995), Average Word Frequency Class 

(Meyer, et. al., 2007). Frequency vector is another lexical style marker category of words such 

as using articles, propositions, pronouns which can be used as styles to discriminate authors 

(Argamon and Levitan, 2005). Most frequent words are also one of the lexical style markers 

which has been successfully used by Burrows (1987, 1992). Adjoining contextual information 

also can be useful for lexical style markers and the approach of word Ngram was used by 

Stamatatos (2006).  With the availability of correct spelling checkers for natural languages, 

some researchers use spelling and grammatical mistakes and other formatting mistakes as 

style markers of authorship attribution (Koppel and Schler, 2003).  

Various features have been utilized under character level style markers particularly the 

alphabetic characters count, digit characters count, uppercase and lowercase characters count, 

letter frequencies, punctuation marks count, and so on (de Vel et al. 2001), (Zhang et al. 

2006). Consequently, more efficient approaches were born with character n-gram algorithms 

and those are rather efficient (Matsuura and Kanada, 2000). As style marker the most frequent 

character n-gram is more important to get a good discrimination among authors especially, 
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character bigrams and trigrams give good performances on federalist papers (Stamatatos, 

2006), (Keselj et al. 2003).  

Next major category of style markers is syntactic level and generally authors try to use same 

language patterns. These style markers can be used to identify the same language patterns 

among authors. Conversely, syntactic level styles can be extracted by a more sophisticated 

language parser. Hence, it will depend on the language which the author has used. In 1996 

syntactic style markers were used by Baayen, van Halteren, and Tweedie for the first time for 

English language and they used syntactically annotated English corpus (Baayen, et al. 1996). 

Stamatatos et al. (2000) introduced more realistic syntactic style markers called analysis level 

measures.  Parts-of-speech tags and building n-grams on those tags also have been used by 

some researchers as syntactic style markers (Koppel and Schler, 2003). However, since the 

POS tags will not be able to make the complete phrases and language structures of the natural 

languages. Karlgren and Eriksson (2007) presented adverbial expressions and the occurrence 

of clauses within sentences as syntactic style markers and eventually it has given more 

reliable results which do not stand with the traditional syntactic approaches. 

Mayer and Stain (2006) have divided the style markers into five categories such as (i) 

character level statistics, (ii) sentence-level text statistics, (iii) part-of-speech features, (iv) 

count of special words, (v) structural features and finally they introduced a new feature called 

Average Word Class Frequency which is successfully used as vocabulary richness measure.  

Under syntactic level measures which depend on parts-of-speech tags also has been used as 

style markers in authorship attribution (Stamatatos, et. al. 2000). Mostly used measures are 

the count of the number of passives and the count of the frequency of various categories of 

parts-of-speech tags (Kim and Walter, 2008). N-grams of syntactic labels from partial parsing 

also have been used as features of authorship attribution (Hirst and Feiguina, 2007). 

Functional lexical features also have to be the reliable markers of style (Argamon, et al. 

2007). The basic disadvantage that has been detected in these measures is computational 

complexity to calculate. These measures have created good resulst in both long and short 

texts. 

 2.8.4 Stylometry with Machine Learning   

The modern machine learning approaches disseminated a turning point of Stylometry. 

Analyses of Stylometry was depends on numerical vectors and learning methods which have 

been extracted the class boundaries of the styles. These class boundaries including a specific 

style of the particular author depends on the learning method and it can be used to determine 
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the styles of new vectors by analyzing the minimum distance with such boundaries. Various 

types of neural networks have been utilized with function words as style features at the first 

time and they have obtained good results in such experiments (Tweedie et al. 1996), ( Zheng 

et al. 2006). Naïve Bayes classification approach was used by Kjell (1994) and again k-

nearest neighbor approach was also used by Kjell et al. (1995). Similarly, rule learners as well 

as support vector machines tested for Stylometry and authorship attribution recently by De 

Vel et al. (2001), Koppel and Schler (2003) and Zheng et al. (2006). Recently, Bayesian 

regression also has been used as learning method for Stylometry (Argamon, et al. 2007). 

Support vector machine comparatively gives good classification results on authorship 

attribution with stylistic features rather than other learning approaches (Zheng, et al. 2006). 

However, some recent findings have explained the variations of Bayesian classification and 

Winnow approach is promising in the field (Koppel, et al. 2003). Function words, parts–of-

speech, prepositions, pronouns and modal verbs, number of common words, n-grams 

especially tri-grams etc. have been used as the Stylometry features by most of the above 

mentioned studies.  

2.8.4.1 Self Organizing Maps 

According to the incoming sense perceptions of our body the brain cells self-organize 

themselves in groups and make decisions. This incoming perception is received by more than 

one cell of the neurons and the neighbouring cells are arranged according to the cell which 

receives the incoming massage. A kind of network map is created by these adjustments of 

neighbourhood cells where neural cells with similar functions are arranged close together. 

SOM mechanism is based on this principle.  

The input data which contain similar attributes are grouped together by the clustering 

techniques. Although the input feature space will be high dimensional, SOM produces a 

similarity network graph of such input space and commute this hyperplane into simple 

typological relationships on two dimensional space (Kohonen, 1990) and (Kohonen, 2001). 

When arranging the output space, SOM makes the map with similar neurons geometrically 

together and hence it can be used to identify unknown clusters of the input space easily. 

Figure 3.7 shows the architecture of the SOM. 
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Figure 2.2: The Architecture of SOM 

Initialization, training and visualization are the three steps of classifying and clustering using 

SOM. In initialization, each vector of input space is considered as  dimensional and for each 

neuron in the map (7 7 map in figure 3.6) is assigned to a prototype vector from the data set 

which is initialized randomly or linearly. After training these prototype vectors it behaves as 

an exemplar for the entire vectors that is associated with the neuron.  

In the training process suppose  be a neuron in  grid and  be the prototype vector 

associated to  and   be an arbitrary vector. Now, the task is to map this  to any one of 

the neuron. For each neuron compute the distance  

 

Better statistic is: 

 

Neuron satisfying the above statistic is the winner and it is denoted by . According to the 

winning neuron  the neighbor neurons in the typology will be adjusted by using the 

following function. 

 

 is desecrate time coordinate and  at  and neighborhood kernel  is 

defined as  

 

------------------ (2.1) 

------------------- (2.2) 

------------------ (2.3) 

------------------ (2.4) 
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Where  and  radious vectors of  and  neurons and  and  are monotonically 

decreasing with the time. 

This learning process is repeated and adjustments are made iteratively until the SOM makes 

up a sufficiently accurate map. After the training process, prototype vectors containing the 

cluster of an orderly map are formed and neurons can be labeled with the cluster means or 

classes of the associated prototype vectors (Vesanto et al. 2000). Visualization of clusters is 

done by projections, U-matrices and other distance matrices in such a way that the topology 

of the original data is preserved. Component maps and scatter plots can be generated to aid in 

inspecting possible correlations among dimensions in the input data. Each component map 

visualizes the spread of the values of a particular component (or dimension) (Alfred, 2003). 

As a result, possible correlations are revealed by comparing different component maps with 

one another. However, the clustering property of the SOM can be efficiently used with 

computer forensics (Fei, et al. 2005) 

2.9 Chapter Summary 

Plagiarism detection mainly classifies into two, such as manual detection and electronic 

detection. The literature on extrinsic and intrinsic detection which are two methodologies 

pertaining to the electronic plagiarism detection has been explained in this chapter. Most of 

the plagiarism detection tools and algorithms are based on the extrinsic plagiarism detection.  

These tools can be divided into two including source code plagiarism detection tools and 

natural language plagiarism detection tools. Several approaches which have been utilized in 

the plagiarism detection also discussed in this chapter. Finally, the techniques used in 

authorship attribution and verification and some machine learning approaches used for 

authorship verification have also explained.   



 33 

 

 
 

Chapter 3 – A New Framework for Plagiarism Detection 

3.1 Introduction of the Architecture 

Academics as well as educationists argue that the prevention of plagiarism is more important 

than detection of plagiarism (Carroll, 2004). Plagiarism is a behavioral pattern of a person. It 

is true that somebody can change such behavior by eliminating the factors which affect the 

phenomenon. However, the attitudes of people naturally vary at a higher degree. Same 

ideology or methodology may not be applied to change the attitudes of all persons correctly. 

Such nature may exhibit that the prevention does not bring about sufficient avoidance of 

plagiarism. It is shown that, although there are some implemented programs on plagiarism 

prevention, especially in European countries, America, and Australia they are still facing such 

problems in their universities. Conversely, such kind of attitude changes cannot practically be 

applied in our countries. There are several considerations which affect the problem including 

the current educational environments in their primary education, economic conditions, future 

expectations etc. These explicitly involve with this crucial problem and hence, there should be 

a proper detection system, rules and regulations to overcome plagiarism.   

Since human beings are unable to handle large numbers of documents at once plagiarism 

detection with integral human involvement will be time consuming and inefficient. 

Conversely, only automated systems which can be used to obtain such decisions will be an 

injustice for the submitter due to various reasons. One example is scientific or mathematical 

definition. Such a definition will neither be changed over the author nor the theme. However, 

if some of the documents contain the same definition then the detection system decides it as 

plagiarized and cannot obtain a presumptive decision. Similarly, one of the other arguments is 

that the detection system will not be capable of detecting all the aspects of plagiarism since 

the cheating behavior of human beings is more complex (see chapter 02 section 2.3).  

Although the plagiarism detection systems are available in both commercial and free software 

but all the cheating behaviors of the students may not be considered and hence, such 

misconducts may not be covered by the systems as necessary. It is essential to affiliate all 

those student cheating behaviors and include the detection capabilities of all in one system. In 

order to address these issues a detection system with a rich framework and appropriate 

algorithms should be created to cover the plagiarists‟ behavior. Such a system should detect 

direct document-to-document copying, direct copying from the electronic documents from 

web, copying from the electronic documents and modifying it etc. and simultaneously it will 
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assist the user who uses such a system. In this approach this system is called a Machine 

Assisted Plagiarism Detection System (MAPDetect) (Ranatunga, et al. 2009). 

Two basic characteristics are considered in this framework. Firstly, covering all the above 

mentioned misconducts of the students and secondly, giving proper assistance to the user to 

detect and get decisions according to the available evidences. The front end of the proposed 

framework is similar to the functions of a spelling checker or a grammar checker and the 

detection system will not give decisions. It will provide a ranked list of plagiarized documents 

in the wake of different matrices given by several approaches which especially conduct the 

detections pertaining to each type of misconduct. The user is able to provide his/her input and 

finally select the plagiarized documents according to an underlining policy. 

String similarity algorithms followed by the information retrieval algorithms are used by most 

of the plagiarism detection systems. In the proposed architecture both of these approaches are 

employed and in addition, natural language processing (NLP) approaches and authorship 

attribution especially, authorship verification are also considered. Figure 1 illustrates the 

architecture of the proposed framework.  

 

 

 

 

 

 

 

 

 

Figure 3.1: Architecture of the MAPDetect framework 

3.2 Preprocessing the Documents 

Several aspects must be considered on documents which are going to be put into the detection 

system. The documents which are submitted by the student to the LMS may vary in formats 

such as MS Word, PDF, and Rich Text Format etc. Similarly, all the contents of the 

documents are not important factors of plagiarism detection. Thus, unnecessary elements 
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should be eliminated. Finally, documents should be fettled for various feature extractions. A 

bundle of these kinds of activities is called document preprocessing and it is a very essential 

part of the plagiarism detection system. During the preprocessing, different document 

structures are generated by the preprocessor. There are four kinds of structures namely, the 

document vectors, the n-gram representations, XML representations and feature vectors. 

Documents can be represented as a vector of different terms which are the different words 

including throughout the document with their frequencies (See Section 3.3.2). Again, the 

documents can be represented as a collection of n-grams. The basement of the n-grams may 

be character level or word level (See Section 3.3.4).  XML representation of the document is 

included not only by the content of the document but also properties of the document 

containing various formatting attributes and Meta data of the document (See Section 3.4). 

Forty nine features are extracted from each document during the preprocessing and it is also 

another representation of the documents (See Section 3.6.2). 

Processing large documents with unnecessary contents is computationally hard work, very 

resource consuming and hence, inefficient. Lots of potential duplicates will be compared by 

the system and thus the user will be directed towards unnecessary decisions. In the 

methodologies of information retrieval there are some techniques to abolish such contents 

which are not important to detection contrivance. After converting the document into a text 

format and before preparing the two different structures, the following preprocessing 

activities should be applied to obtain maximum efficiency.  

1. Eliminating all stop words and common terms ("a", "in", "of", etc). 

2. Stemming terms to their roots  

3. Limiting the vector space to nouns and few descriptive adjectives and verbs. 

4. Using small signature files or not too large inverted files. 

In the English language, there are some words which can be used to make the sentence 

structure and to build up relationship of the presented contents. These are called stop words or 

common-class words. These words themselves have no meaning and ignoring these words 

from the documents will reduce the processing time noticeably and it may not affect the final 

result of the comparison (Witten, et al.1999). Conversely, English words contain suffixes to 

the original word and create the multiple form of the same word. In the context of the 

similarity detection, the form of the word is not a significant factor. Stemmers can be used to 

remove these suffixes from the words and by using the base form of the word will also reduce 

the time consumption and the computational resources.  
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However, the XML representation will be made with the original document without 

converting to text file format. Especially, Ms Word docx files are good examples and all text 

and other formatting properties should be obtained by the preprocessing. Conversely, while 

the documents are being preprocessed there are several features which can be extracted as 

auxiliary determinants to recognize the similarities among the documents such as word 

frequency, function word frequency, the number of punctuations used, the distribution of 

words, the average sentence length, the average length of paragraphs, etc. These feature 

vectors are used for analyzing authorship verification. 

3.3 Measuring Document Similarity with Information Retrieval 

Algorithms  

Ranking documents according to the given query text is the final objective of most of the 

information retrieval methods (see section 2.6 of chapter 02). Although the query oriented 

document ranking techniques are being used with short quires, it can also positively be used 

with the plagiarism detection domain with large sizes of suspicious documents, especially, in 

verbatim plagiarism. Clustering all the documents which are very similar to the given query 

document will be the final objective in electronic plagiarism detection. It depends on using a 

kind of metric for the ranking process that can be measured to obtain the highest similar 

cluster from the entire document set.  Basically, query oriented document ranking methods 

can be categorized into two. Figure 3.2 illustrates these categories.  

 

 

 

 

 

 

 

 

Figure 3.2: Query oriented information retrieval models 

Generally, there are three steps to be followed to make a raking result.  At the first step 

document collection is indexed. At the second step, another three main activities such as 

query is processed with each document of the collection and the similarity matrices are 

Query Oriented IR Models 

Conventional 

(Exact Match) 

Boolean Model 

Non-Conventional 

(Best Match) 

Probabilistic Model 

Vector Space Model 

Fuzzy Match 



 37 

 

 
 

obtained and the weighted values are computed, and finally, the documents are stored in the 

descending order and the topmost ranked documents are selected as identical to the query 

document. However, all the above models are employed by finding nearest neighbor search in 

the hyper plane of a vector space.  

3.3.1 Boolean Model 

The Boolean Model is a simple IR model which is based on set theory and Boolean algebra. 

In the Boolean model there is no weighting factor and weights are binary, either 0 or 1, and 

similar weights are used for all terms in the document. Although the query expression with 

Boolean operators AND, OR, or NOT is used in the Boolean Model framework and uses one 

document as a query with the OR operator. In the experiments,  number of documents in the 

collection and  is one of the documents among the collection. The query document is 

denoted by . The ranking result of each document in the collection is given by the ranking 

function , after computing the exact matching of each term of the document  with 

query .  

Boolean model encapsulates clear context and implementation is easy than other IR models. 

Conversely, exact matching of terms may give too few or too many similar documents and it 

will be difficult to ranking the result. However, it may be useful in some type of plagiarism 

and this characteristic is shown by the results of the experiments. 

3.3.2. Vector Space Model 

A document is represented by a vector of a vector space and each dimension of a vector is a 

term of the document in the VSM. Each item of a vector is assigned a value and it gives the 

importance of such terms which associates with the given document. This value is a function 

of term frequency in which such term occurs in the document collection. Suppose that a table 

contains a total of  documents which is described by  terms of vocabulary can be 

represented as a  terms by document matrix called . Practically,  documents are 

represented in the columns of the matrix and  terms are represented in the row. In other 

word, document vectors are column wise and term vectors are row wise. Hence, the element 

 is the weighted frequency of the term  that occurs in document . There can be a 

correlation between the document vector  and the query vector . This correlation should be 

measured by a normalized form. According to the Section 2.6 Cosine has been used to 

quantify this correlation in a normalized form. If the angle of two vectors  and  is high, 

then the cosine value is related to zero. It indicates that the documents are totally different and 
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the correlation among such two documents is very low. If the angle of the two vectors is 

identical, it has more correlation and the cosine value reaches one.  

There should be a single value to measure the similarity of the two vectors  and . In 

mathematics vectors are multiplied by dot product and can represent the multiplication of the 

two vectors as;  
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In this model the weighting factor w is very important. The elements of  matrix can be 

weighted by several schemes. It can be calculated by term weighting with the clustering 

technique. Term frequency means how many times the  keyword appears in the 

document . The number of times  appears in a particular document ( ) is calculated 

first and the maximum appearance of term ( ) is then calculated. Then the 

normalized frequency of term k in document given by ;. Is 

ij

ij

Maxfreq

freq
  

Since the result as a higher value for more common words and less value for less common 

words are given by this term frequency  of the above equation, another normalization factor 

called inverse document frequency  should be used to overcome the problem.  is 

calculated by using the total number of documents  and the total number of documents that 

appear where the word  appears. After applying logarithm to get inverse of the result, the 

equation can be derived as  

 

and the integral tf-idf equation is 

 

---------- (3.1) 

---------- (3.2) 

--------------------- (3.3) 

---------------------- (3.4) 

---------------------- (3.5) 
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Apart from the above basic tf-idf weighting scheme Salton and Buckley (1988) represented 

another variation which uses not only the local information but also global information as the 

following equation.  

  

Where 

 tfi = term frequency (term counts) or the number of times the term i occurs in a 

document. This accounts for local information.  

 dfi = document frequency or the number of documents containing term i  

 D = the number of documents in a database. 

The IR models explained in the above are principally employed with short queries. However, 

the aim is developing the similarity matrices that can be effectively utilized to compare two 

full length documents. In this problem, maintenance the complexity of the algorithm should 

be focused and special attention is given for the plagiarism detection domain. The complexity 

of the algorithm gets linear in the two dimensional searching matrix. Thus, the asymptotic 

complexity lies on the number of terms  and the number of documents  and it is 

.While reducing the terms in documents by preprocessing it substantially decreases the 

execution time for large documents. 

3.3.3. N-gram Comparison and Fingerprinting 

Obtaining fingerprints from the document and measuring similarity among those fingerprints 

can be used for plagiarism detection (see chapter 02 section 2.6). When designing the 

fingerprinting process it is necessary to take four significant considerations.  

1. The method of dividing and selecting substrings from the document 

2. The size of substring 

3. Fingerprint resolution 

4. The method for comparing fingerprints to detect similarities 

As the first step an efficient method should be used for dividing and selecting substrings from 

the document. In this research n-gram method is used to divide the document into substrings. 

A n-gram has no linguistic meaning and consists with either character level or word level. The 

character level n-gram substrings are employed as the dividing technique and the statistical 

patterns of letters in the words are identified by this technique. For example, the word 

„plagiarism‟ has following n-grams: 

---------------------- (3.6) 
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2-gram: pl la ag gi ia ar ri is sm  

3-gram: pla lag agi gia iar ari ris ism 

The significant advantage of using character level n-gram is when the plagiarizer attempts to 

copy portions of sentences into different location of the document and character level n-grams 

can be used to detect those chunks of words efficiently.  

The second is the size of the substring or n-gram that is selected from the document. It is 

called granularity. Determining the correct and the suitable value of the granularity will be 

more important since, if the granularity is very less then it directly affects the computational 

time and if it is a large value then it is unable to identify the patterns correctly. Typically, the 

word level substrings are used and the number of words is counted in the substring as 

granularity. In this approach character level n-grams are used and hence, it is based on the 

number of characters.  Section 4.4 of Chapter 04 illustrates the results of the different levels 

of this value and finally selects a good limit for the correct identification of the similarities of 

the two documents.  

The third is to see how many minutiae are used for creating a fingerprint. It is called 

fingerprint resolution. Mainly, there are several classes regarding resolutions such as full 

fingerprinting, positional strategies, frequency based strategy, and structure based strategy. 

Typically all these classes are implemented with a word level minutiae selection for 

fingerprinting. However, as mentioned above, it is necessary to identify the positional changes 

of the chunks among the documents. Hash values of n-grams as minutiae are used in order to 

identify the positional changes of the plagiarizer and the selected subsets of hash values for 

creating the fingerprint. Very large vector space will be generated unnecessarily by taking all 

hash values. It will directly affect the processing power and time especially in large 

documents. Dimensional reduction in fingerprinting is done with Winnowing algorithm (see 

section 2.6 of chapter 02).  

The final step is implementing a proper method for comparing the selected fingerprints of 

documents. In this approach there are two methods. The first is 1 to  match and the second is 

 to  match. First, all preprocessed documents are fingerprinted. While creating the 

fingerprints, its position in the document is also detected and stored in another file. In 1 to n 

match a query document also is subjected to the same procedure. Then each pair of fingerprint 

and the position of that fingerprint in the query document are matched with each document in 

the document collection  and count both number of matches  and number of 

fingerprints in query document . The normalization of the result is done by using these 
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values as  and all the results from each file are sorted in descending order. Finally, the 

highest ranked file may take as most similar file to the query document. In  to  match this 

procedure extends to each document in the collection one by one and the final result can be 

large because all the  number of results is included in it.  

3.4 Document Formatting Property Analyzer 

There are two behavioral and physical considerations that can be made to detect plagiarism 

among university students. The first is, practically, most university students do not attempt to 

manage their time.  Assignments are done in the last minute of the allocated period. The 

learning materials for the assignments are not collected gradually and thus, they use the 

Internet and copy the contents or copy the contents of digital copies from other students and 

finally submit the assignment as ideal copies of such documents on time. Secondly, most of 

the normal tutorials and assignments are not considered in a particular format. Students can 

submit those documents independently by using their own formats and most of the lecturers 

and tutors are not aware of the formatting and they only mark the contents of such documents. 

Since all the contents cannot be memorized by the marker the documents will not be 

identified as plagiarized.  

During the copying of texts from other sources, especially, from the internet which contains a 

formatting structure which is previously used in the web content itself. For example, some 

table formats, hyperlinks, boarder styles etc. and mostly, as these formatting are encapsulated 

in the document insidiously the user cannot see such things in the document normally.  The 

mostly available practical example for this incident is the hyperlinks of the students‟ 

submissions. When copying text portion from the web it may contain some hyperlinks and 

those links may appear as blue letters with underlined texts. Normally, students are only 

aware of the appearance of the text and change the color and underline the fonts without 

removing hyperlinks.  If another student copies the same document and submits it as his/her 

own document and the hidden truth is included with their submissions. 

By addressing these insidious phenomena, the framework implements another technique 

called Document Property Analyzer (DPA) which analyzes the formatting techniques which 

are used by the author with other documents. Figure 3.3 shows the basic architecture of the 

method. 
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Figure 3.3: How Document Property Analyzer works 

In order to implement the concept the document collection are stored without any 

preprocessing activities like the above algorithms. Since only the formatting features are 

extracted from the document the preprocessing does not need to apply. Most sophisticated 

word processors generate an   Extreme Markup Language (XML) file with the original 

document i.e. Microsoft Word, Open Office. This file can be used to extract the XML tags 

which include all elements such as document property tags, formatting attributes tags, text 

elements, and standard file attributes, etc. An XML-text parser has been used to identify and 

store each important formatting property of a document. Figure 3.4 illustrates the XML 

representation of portion of a document.  

The document  contains  number of formatting tags  and firstly, all the tags of each 

document are extracted and those vectors are stored separately. Each item of the vector is a 

formatting property of the document and the frequency of each property is also calculated.  

Each vector contains large dimensions and the processing of these large dimensions consumes 

more processing power. Conversely, the incorrect discrimination of documents also occurs. 

There should be a method for dimensionality reduction in order to increase the efficiency and 

obtain the proper results. Since some formatting properties such as bold, underline, etc. are 

commonly used in all documents. A weighting factor is used to eliminate these unimportant 

properties called Formatting Frequency Inverse Document Frequency ff-idf.  The occurrences 

of each property in all documents are calculated in ff-idf and adjustable threshold value  is 

used for dimensionality reduction.  The formatting property vector of each document then 

assigns pairs of names and frequencies which are subjected to removing unnecessary 

distortions for discrimination. 
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Figure 3.4: Portion of a document represented in XML  

 The document property matrix is created by using all the formatting properties  and the 

document collection . Thus, the  matrix is created and the document vectors are 

presented in columns and the formatting vectors are presented in rows. Figure 3.5 illustrates 

the actual text file with matrix created by the program. The frequency of the property 

occurring in document  is denoted by  element in the matrix. Same procedure is also 

followed by the query document.  

 

Figure 3.5:  matrix of Document Property Analyzer 
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The final step measures the correlation between each document vector  and the query 

document vector  against the frequencies of formatting properties. The similarity ratio which 

is based on correlation is calculated by using the following equation. 

 

 

Finally, the similarity measures of all documents are sorted in descending order in order to 

rank the collection of documents. The highest ranked is selected according to the assigned 

threshold value. 

3.5 Syntactic and Semantic Analysis of Documents 

Paraphrasing may be carrying out in several ways by the plagiarizer mainly changing the 

syntactic and semantic structure of the sentences (see section 2.6 in chapter 02). Modifying 

words in the sentence, change the word order,  change the tense of the sentence, change the 

voice of the sentence are some paraphrasing techniques mostly used by the plagiarizers. 

However, finally, these kinds of activities will not affect the basic idea of the sentence. If 

there is a method to identify similar ideas of the document it will be more appropriate to 

detect plagiarism in this context. The next methodology of this research is concerning on 

identifying the chunks of documents which are intentionally modified by the plagiarizer. The 

most familiar modifications are changing the sentence structure and replacing with synonyms 

for some words. For example, suppose the original sentence is John told a story to Mary 

which can be modified as  

 A story was told by John to Mary.  

 John tells a story. 

 John asked a story to Mary. 

 John told a poem to Mary. 

According to the above example same meaning is given by the first sentence but the voice of 

the sentence has been changed. The second sentence also has the general meaning but change 

the tense. The third and fourth sentences also have same meaning but with a synonym to 

derive the meaning. If the plagiarism detection algorithm concerns only the surface structure 

of the sentence it will not be able to identify none of the above sentences as same.  

----------- (3.7) 
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Instead of comparing sentences as morphological combinations of words, it is essential to 

analyze the syntactic structure of the sentence which does not depend on the morphological 

representation of it. Syntactic knowledge of a language is based on the structure of word 

arrangement through a sentence and it does not consider the meaning of the words. Semantic 

structure of a sentence concerns the meaning of lexical components, its argument structure, 

and the grammatical functions such as subject, object etc. There are several types of 

grammatical frameworks for analyzing natural languages. According to the language rule 

classification by Chomsky, there are three types of grammatical rules exists. Context-free 

grammar, Context- Sensitive grammar, and Unrestricted-grammar are the three which can be 

used to represent any language (Chomsky, 1956). Among these three grammatical 

categorizations, context free grammar is given significant performance in this context since it 

has capabilities to extract the most of the structures in the natural languages and there are 

efficient parser available for analyze the sentences with context free grammar.  

In Natural Language Processing (NLP) and computational linguistic, another grammar 

framework is Lexical Functional Grammar (LFG) (Bresnan 1995). The syntactic structure of 

the sentence is divided into three different ways of representations in the LFG called 

Argument structure or a-structure, Constituent Structure or C-structure and the Functional 

structure or f-structure. The a-structure consists of a predicator and its other components such 

as argument roles like agent, beneficiary, experience/goal, instrument, patient/theme, and 

locative. Constituent structure is the prominent and more concrete level of linear and 

hierarchical mapping of words into phrases according to the grammatical functions. The f-

structure is the descriptive and abstract functional syntactic mapping of the sentence into 

functional relations on predicate, subject and object (Pienemann, 2005). The following 

example demonstrates two different sentences that have been plagiarized in a certain 

submission which contains the same meaning. This can be derived with predicate argument 

structure as: 

Click (user, application icon) 

S1: A user clicks on the application icon and the application starts the session… 

S2: The application icon is clicked by the user and the application starts the session… 

After mapping the two sentences above similar a-structure can be generated and the three 

structures are illustrated by figure 3.6. 
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Figure 3.6: Three structure representation of a sentence 

There are some built-in parsers which can be used to obtain the parse tree of the sentence. 

Quite contrary to most other parsers based on probabilistic context-free grammars (PCFGs), 

Stanford Parser which is a dependency parser is used to obtain the parse trees of sentences of 

the given documents of the corpus (Klein and Mannin, 2003). As the searching algorithm 

Cocke-Younger-Kasami (CYK) is used by this parser and both dependency and phrase 

structure can be obtained by the Java implementation
 
 [www 16] of the parser (De Marneffe, et 

al. 2006).  

There are collections of documents ,  …  and those documents contain a different 

number of sentences ,  …  in each document j. The methodology which is used in the 

experiments is divided into two stages. The first is the preprocessing stage and it mainly 

concerns on generating the parse structures of each sentence of the document and store each 

document containing parse trees separately. During this process sentences are separated and 

for each word of the sentence the possible syntactic parts-of-speech tags are stored i.e. the 

above mentioned sentence has been converted as following syntactic tree by the Stanford 

parser with probabilities which is as same as the c-structure of the figure 3.5. This tree 

structure also contains different hierarchical levels of the sentence. 

(ROOT (S [287.338] (UCP [102.091] (NP [63.468] (NP [30.716] (DT [4.555] A) (NN [8.796] 

user) (NNS [11.443] clicks)) (PP [32.230] (IN [3.103] on) (NP [28.725] (DT [0.650] the) (NN 

[9.009] application) (NN [15.328] icon)))) (CC [0.157] and) (S [33.845] (NP [11.822] (DT 

[0.650] the) (NN [9.009] application)) (VP [21.256] (VBZ [6.557] starts) (NP [9.892] (DT 

[0.650] the) (NN [7.260] session)))) 

 icon 

 Sentence 
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V 

clicks the 

c-structure 
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Although good paraphrasing is acceptable by quoting the source, most of the plagiarizers, 

especially students, do not attempt to do paraphrasing in an acceptable manner. The main idea 

of the method is to identify the paraphrasing attempts of the plagiarizer. The plagiarizer can 

use several techniques in order to hide the plagiarized chunks of texts. These obfuscations are 

generated by changing the basic elements of the sentence such as subject, verb and object. 

Therefore, the method which is going to be applied to splash the obfuscations should consider 

the above three main elements.  

 Verb changes  

In English, every sentence contains two parts: a subject and a predicate. The subject illustrates 

what the sentence is about and the predicate tells something about the subject. Normally, the 

identification of the subject is based on the predicate and further, by the identification of the 

verb. Without any changes of the other parts of the predicate the plagiarizer can change the 

verb that does not affect the meaning of the predicate itself. Changes of the verb of the 

sentence can be basically varied in four ways.  

 Changing the tense of the original sentence  

Sentences can be changed without distorting the basic ideas which they generate by applying 

the different tenses of the same verb. For example, according to the above sentence it can be 

written as “A user clicked on the application and the application started the session” without 

changing the context and the concept which is to be conveyed. In this case, although the 

similar verbs such as “clicks” and its past tense “clicked” may be identified by the text 

matching technique, and if the different form of a verb like “go” can be changed to “went” in 

the past tense it will not be identified by such techniques.  

 Changing the voice of the original sentence 

Similarly, the voice of the sentence also can be changed without any distortion of the basic 

idea and this obfuscation also cannot be easily identified by the text similarity technique. 

According to the above example the sentence may be written as “The icon is clicked by a user 

and session is started by the application” and this may again be complex if it combines with 

tense changes, too.  

 Using similar verbs 

In any language one verb can be used to obtain different ideas. Conversely, an idea also can 

be formed with different verbs. Mostly, plagiarizers move with this utility for shading the 

original sentence. For example, “give” can be changed as “grant” and the words are totally 



 48 

 

 
 

different in lexicon. This phenomenon also cannot be identified by the text similarity 

algorithms.  

 Transforming singular into plural or plural into singular 

Transforming sentences from singular to plural or from plural to singular is also popular in 

paraphrasing. The general idea to be expressed by the sentence will not be damaged by this 

transformation. However, some verbs may totally change its lexicon when transforming it to 

singular or plural. For example, “go” is the base verb and its singular form “goes” or plural 

form “go” will be used. The text matching techniques are not capable of identifying these two 

words as the same.  

 Subject and object changes 

Most of the plagiarizers use synonyms for the subject and the object of a sentence. If the 

plagiarizer is flaunt in paraphrasing it is very difficult and complex to identify because he can 

use not only the synonym of one word but also several words. It may be one to many words 

(clause) or reduce many words to similar one word. Additionally, such synonyms may be 

used with some adjectives.  This kind of lexicon changes may not be identified by the text 

matching algorithm and hence, basically it should obtain the meaning of the sentence for 

further analyzing.  

The second step is more sophisticated and mainly the subject, verb and the object of each 

sentence has been established in another location. This process should be carried out on both 

documents such as original documents and the query documents.  

Get the verb of the original document. If the verb contains several parts i.e. am, is, are, was, 

were, has, have, will, etc. split them and obtain the main verb. If the verb contains suffixes, 

like “ing”, “ed”, “s” or any other form like “went” is converted into the base verb. For 

example “went” will be converted into “go”. The obtained base verb will be passed into the 

WordNet and get the senses of the particular verb. 

Match the verb of the query sentence with the obtained senses. If there is a similar sense with 

the query verb it will be marked as plagiarized and the total of plagiarized verbs will be used 

to calculate the similarity ratio of verbs.  

The subject and the object of each sentence also are subjected to check similarities. First, each 

subject is extracted and stored accordingly in a text file. Query file is also subjected to this 

process. The subject of a sentence of both original and query file can be varied on one-to-

several words. Hence, the process of getting the similarity ratio of subject and the object is 
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more complex than that of the verb. It contains two parts, such as direct similarity checking 

and the deep similarity checking. However, there should be one-to-one, one-to-many or 

many-to-many comparisons.  In direct similarity checking, processing each subject of the 

original file with the subjects of the query file the similarity ratio is given for each subject 

according to the number of words that match with the query subject and the total number of 

words pertaining to such subjects. Finally, the average similarity ratio is obtained according to 

the number of subjects in the original file.  

Conversely, in deep similarity ratio each word of a subject of the original file will be passed 

to the WordNet and obtain the synonyms of such words and then they will be compared with 

simultaneous words of the query subject. Removing some common words like “A”, “a”, 

“The”, “the”, etc. may be used to maximize the efficiency and reduce the processing time of 

the deep checking. The objects of the original document are also considered in the same 

process of subject and obtain the similarity ratio. 

Changing the voice of a sentence is a common practice exercised by plagiarizers. With regard 

to this incident the framework uses the NLP approach again by extending the above 

mentioned subject-object analysis. When changing the active voice sentence to passive voice 

the object of the active sentence becomes the subject and simultaneously, the subject of the 

active voice sentence becomes the “agent” of the passive voice sentence. After analyzing the 

subjects and the objects of the two documents the system makes four files which contain 

subjects and objects of both the original and suspicious documents. Cross references of these 

four files can be made in order to detect the passive voice and active voice changes.  

3.6 Authorship Attribution/Verification 

All the methodologies explained above may consist of algorithms for a relative comparison of 

the document with other documents and then relatively make decisions. Eventually, there are 

four significant drawbacks should have been faced in this context. Firstly, there should be a 

large corpus to compare the documents. Secondly, the corpus should be subjectively related to 

the document which is to be checked. Thirdly, the availability of electronic source 

document(s) which might have been used by the plagiarizer i.e. the plagiarizer may use the 

hard copies of some books which are not available in any corpus or in the Internet. Eventually 

there are no such tools to cover all the inherent abilities of the plagiarizer. The framework 

proposes a distinct method for this including authorship attribution especially authorship 

verification and it is generally called Intrinsic Plagiarism Detection (IPD).  
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Mainly, IPD is based on Stylometry. In section 2.8.1 of chapter 02 describes the Stylometry 

and its variations which are used in authorship verification.  49 Stylometry features are used 

in the method proposed by the framework of authorship verification pertaining to the IPD.  

In IPD, only one document is used for identifying plagiarism. Because of this nature, the 

identification of a correct idiolect of the author is difficult. Conversely, if the writer uses 

documents of several other authors it exactly is a hindrance in identifying several authors and 

will be a crucial problem. However, in order to simplify the problem, all the attributes of the 

authorship attribution or authorship verification are not taken into account. In the 

experiments, the main focus is to get a decision whether the document is plagiarized or not by 

establishing a simple hypothesis called “if more than one idiolect exists in the document, it 

may be a plagiarized document”.     

According to the established hypothesis the document may contain different classes of 

idiolects and these are not known. Excavation of unknown classes from the given input is the 

task of unsupervised learning in machine learning (Barlow, 1989). Thus, unsupervised 

learning approach is more appropriate to check the above hypothesis. Typically, as the 

definition of the unsupervised learning do not give the class of the examples which the 

machine is going to learn. The feature set is entered to the system and the learning system 

should cluster the available classes according to the variations of the features and the Self 

Organizing Map (SOM) is selected for the clustering purpose (see section 2.8.1 of chapter 

02). 

The above hypothesis emphasizes that; a given document may contain different classes of 

significant idiolects. These idiolects are not known and an exact representation of these 

unknown classes of idiolects is the task of unsupervised machine learning, especially SOM in 

this context.  Typically, as the definition of the unsupervised learning do not give the class of 

the examples which the machine is going to learn. The feature set is entered into the system 

and the SOM should cluster the available classes according to the variations of the features. 

3.6.1 Input Space of the Model 

While the document is being preprocessed it is converted to a text file and some unnecessary 

elements such as figures and figure captions, tables and table names etc. will be removed by 

the preprocessor. Since the IPD clearly bases on the analysis of one document and all the 

evidence should be extracted from the entire document, the segmentation of the document is 

done. This is the critical point of the whole process and should be done very carefully because 

the author‟s writing styles may vary. The segment size  has been declared as threshold on 
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the experiments. The number of words is used to measure the lengths of both the document 

and the segment. The number of segments of the document   should be proportionate with 

the document length. Then  where  is the number of segments in document . If  

denotes a segment of a document , feature extraction is made on each  segment of .  

The author‟s writing style attributes can be quantified by the style makers and   let 

be the segmentation of  into  contiguous, non-overlapping segments. Let  

denote the number of styles makers and  be the quantified styles of the segment  

and   denotes the segment of the document  and then the input feature space 

of the model can be represented in  vector space per document  as 

 

 

3.6.2 Classification of the Used Feature  

Stylometry features were explained in literature section 2.8.3 of chapter 2. There are forty-

nine features used in the experiments covering almost all the aspects of the previously defined 

features in the literature.  As simple ratios, such as the total number of characters, average 

length per word, number of sentences, words per sentences etc are included. Six word based 

features are used, such as words longer than six characters, the total number of short words, 

the number of syllables, the syllables per word, the number of complex words (more than 3 

syllables) and the number of specific words. Nine features are used to measure the vocabulary 

richness as standard authorship attribution like Hapax legomena, Hapax dislegomena, Yule‟s 

K measure, Simpson‟s D measure, Sichel‟s S measure, Harden‟s V measure, Brunets W 

measure, Honore‟s R measure, and Average Word Frequency Class. Syntactic and POS 

features are also used and there are nineteen such features including the number of nouns, the 

number of passive verbs, the number of base verbs, the number of adjectives, and also the 

number of clauses and the number of phrases. Since many authors irregularly attempt to use 

adverbs on their own, other than these features pertaining to the POS features adverbs are also 

extracted as domain, duration, frequency, focus, locating, manner, promina, and sequence.  

The number of articles, the number of prepositions, the number of coordinate conjunctions 

and the number of auxiliary verbs are also used as the syntactic features. With regard to 

readability measures, Flesh Index, Kincaid Index, and Fog Index are used. The study 

introduces the punctuation measures which is not in the literature as important and they 

include the number of commas, the number of single quotes (‟), the number of double quotes 

   ------------------ (3.9) 
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(‟), the number of colons (:), the number of semi-colons (;), the number of question marks (?), 

the number of exclamation marks (!) and the number of “etc.”.  

3.6.3 Experimental Setup for IPD 

Experiments have been carried out on a document collection which includes freely 

downloadable genuine 19
th

 century English Books [www 17]. Table 3.1 shows the corpus 

setup according to each author.  

Author Document No of Words Selected 

 

Thoreau 

Walden 5000 

A Week on Concord River 5000 

 

Emerson 

Conduct of Life 5000 

English Traits  5000 

Table 3.1: Selected documents and the document size of the selected text 

Four books of two authors from American essayists called Thoreau and Emerson are selected. 

5000 word segments from the beginning of each document are used for creating the test data. 

Firstly, the selected word segments from the two different authors are mixed and two 

documents called “Walden with Conduct” and “Concord with English Traits” are created. 

Secondly, 5000 word segments from same author are selected and two documents are created 

by mixing such segments and these documents are named “Walden with Concord” and 

“Conduct with English Traits”. These four documents are used in the experiments.  

Tables and figures are removed from all documents while preprocessing. AutoSOME tool is 

used for conducting the experiments [www 18]. The tool consists of several parameters which 

can be used to enhance the clustering performances such as Ensemble Runs, SOM Iterations, 

SOM Grid Size, SOM Topology, SOM Error Exponent, SOM Distance Metric, Cartogram 

XY Size, Clustering Method, MST P-value. There are several normalization techniques other 

than those parameters that can be applied for normalizing the dataset. Log2 Scaling, Unit 

Variance, Median Center, Sum of Squares=1 for both columns and rows are some 

normalizing facilities available in the tool.  

Four documents are segmented into 100, 150, 200, 250, 300, 350, 400, 450, 500 word 

segments. Each document under each segment is fed to extract the features and these 

extracted feature values are analyzed by using a genetic algorithm based feature selection to 

filter the best feature set from all features of each document. Finally, each selected feature file 
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under each number of segmentation is been put into the AutoSOME tool and the result is 

obtained for analysis.  

3.7 Chapter Summary 

The core of the proposed framework for plagiarism detection encapsulates six methods. 

Boolean Model, Normalized Vector Space Model, Fingerprinting model, Document 

Formatting Property Analyzer model, Syntactic and Semantic Analyzer Model and 

Authorship Verification Model for Intrinsic Plagiarism Detection are the six methods which 

are deeply explained in this chapter.  These models do not work individually in the framework 

and are designed for covering the detection of all the cheating attempts of the plagiarizer.  

First three models are designed for detecting copy and paste plagiarism and Document 

Formatting Property Analyzer concerns similarities of the structure of the document.  

Conversely, Syntactic and Semantic Analyzer Model presents the methods for detecting 

illegal paraphrasing. Finally, Intrinsic Plagiarism Model gives a method for detecting 

plagiarism without having a source document.  
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Chapter 4 – Experiments and the Results 

4.1 Introduction 

The framework introduced in the chapter 3 has practically been implemented as a system 

called MAPDetect. This chapter presents the experiments and their results which are obtained 

from the implemented modular architecture. The proposed algorithms have been implemented 

and tested in four modules:   

 Information Retrieval / Fingerprinting Module 

 Document Property Analysis Module 

 Syntactic and Semantic Analysis Module 

 Authorship Verification Module (Intrinsic Plagiarism Detection) 

The result of the experiments are analyzed with the Precision, Recall and the „F‟ value 

measures which are obtained by contingency tables derived from testing results of each 

algorithm. First and second algorithms directly compare with manually calculated plagiarism 

ratios. The Paired T-Test has been used for obtaining the significance of the result over the 

manual ratios.  

4.2 Data Sets for Experiments  

The proposed algorithms of the above module one and two are tested with the customized 

corpus which is built by using real assignments submitted by the university students of 

UCSC. It is expected that the word variance of the matched pair of documents may 

significantly affect to the final result of these algorithms of module one and two.  This 

expectation is addressed by using two datasets. Firstly, sixteen plagiarized Microsoft Word 

documents are selected randomly from one subject without considering the document length 

and it is called as dataset 01. Secondly, another twenty Microsoft Word documents have been 

selected by considering the word difference of the document pairs from 500 to 1000 words as 

dataset 02.  A portion of university registration number of the students who submit the 

document is assigned as a document name for shortening the file names. Last module is tested 

with the document collection mentioned in the section 3.6.4 in chapter 03. 

4.3 Experiments and the Results of Boolean Plagiarism Detection 

Model (BPDM) 

The model described in section 3.1 of chapter 03 is implemented and tested with two 

experiments. Initially, the documents of two sets are evaluated manually for verbatim coping. 
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Sentence level similarities are considered and the number of words included in each similar 

sentence is counted in this  to  document comparison. The most similar document is 

identified by comparing one document with all the others. A ratio value is assigned to each 

document as the following method. This ratio depends on the total count of similar words in 

identical sentences or paragraphs. The percentage value is based on the number of similar 

words in the most similar document relative to the total number of words in the original 

document. Table 4.1 shows the paired documents and the given ratio of each document with 

the highest similarity rate.  Hence, the given ratio for each document is denoted by Plag % for 

all experiments and it represents the percentage of the plagiarism. The manually detected Plag 

% of each data set is used as a benchmark for testing all the algorithms of modules one and 

two.  

Original 

Document  

Highest 

Plagiarized 

Document 

Total 

Number 

of Words 

in OD 

Total 

Number of 

Words in 

Highest CD 

Manually 

Identified 

Number of 

Similar Words  

Plag % 

581.txt 635.txt 1998 4506 207 10.36 

591.txt 613.txt 2629 3769 180 6.84 

594.txt 607.txt 2714 2042 55 2.02 

595.txt 613.txt 2338 3769 684 29.25 

600.txt 635.txt 2285 4510 29 1.26 

604.txt 643.txt 3738 2272 79 2.11 

607.txt 617.txt 2042 2568 168 8.22 

613.txt 595.txt 3769 2338 684 18.14 

617.txt 604.txt 2568 3728 170 6.61 

627.txt 633.txt 2093 1692 209 9.98 

633.txt 627.txt 1692 2093 209 12.35 

635.txt 613.txt 2285 3769 101 4.42 

640.txt 604.txt 3560 3728 221 6.20 

643.txt 604.txt 2272 3738 320 14.08 

644.txt 613.txt 2720 3769 335 12.31 

649.txt 607.txt 3132 2042 128 4.08 

Table 4.1: Results of the manual calculation with the highest Plag % of paired documents 

(OD = Original Document and CD = Copied Document) 
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Each file is preprocessed before applying the BPDM according to the methods explained in 

the section 3.2 of chapter 03. BPDM algorithm creates the     matrix and Table 4.1 of 

Appendix I illustrates this 16  16 matrix which shows the highest similarity file according to 

the number of exact matches on words.  Table 4.2 summarizes the results obtained from the 

table 4.1 of Appendix I. It represents the paired documents according to the highest similarity 

as number of similar words given by this Model. Calculation of Plag% relative to the original 

document is not fare because of the preprocessing has been done on these documents and the 

number of words actually used in the original document may reduce by the preprocessor i.e. 

stemming and eliminating common words. This problem is addressed by using the diagonal of 

the above matrix which represents the number of hits on the same document and it is the 

number of words used by the algorithm for original document.  

Original 

Document 

Highest 

Plagiarized 

Document 

Number 

of Words 

in OD 

Number 

of Words 

in CD 

Number of 

Hits on OD 

Number of 

Matched 

Words 

Plag 

% 

581.txt 635.txt 1998 4506 700 311 44.42 

591.txt 613.txt 2629 3769 985 408 41.42 

594.txt 635.txt 2714 4506 952 369 38.76 

595.txt 613.txt 2338 3769 804 484 60.19 

600.txt 635.txt 2285 4506 859 381 44.35 

604.txt 635.txt 3738 4506 1165 466 40.00 

607.txt 613.txt 2042 3769 859 387 45.05 

613.txt 595.txt 3769 2338 1182 484 40.94 

617.txt 604.txt 2568 3738 920 378 41.08 

627.txt 635.txt 2093 4506 607 299 49.25 

633.txt 635.txt 1692 4506 578 293 50.69 

635.txt 604.txt 2285 3738 1328 466 35.09 

640.txt 604.txt 3560 3738 696 355 51.00 

643.txt 635.txt 2272 4506 885 384 43.38 

644.txt 613.txt 2720 3769 715 348 48.67 

649.txt 635.txt 3132 4506 543 218 40.14 

Table 4.2: Summary of the obtained Plag % with paired documents and similarity score 

(OD = Original Document and CD = Copied Document) 
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The experiments only study how many documents are classified by the model as plagiarized. 

The basic matrices of Receiver Operator Characteristics (ROC) are used for analyzing the 

performance of the generated results (Richard, et al. 2001). Four outcomes are generated in 

the two-by-two matrix for one instance of a test such as true positive (TP):  if the instance is 

plagiarized and it is identified as plagiarized, false negative (FP): if the instance is not 

plagiarized and identified as plagiarized, true negative (TN): if the instance is not plagiarized 

and it is identified as not plagiarized, and false positive (FN): if the instance is plagiarized and 

it is identified as not plagiarized. The matrix is also called contingency table and the table 4:3 

illustrates the sample. Precision and recall (sensitivity) measures are calculated on the data 

which is provided by the contingency tables derived from each algorithm. 

  True Class 

Positive 

P 

Negative 

N 

 

Tested 

Class 

 
Y 

TP 
(true positive) 

FP 
(false positive) 

 

N 
FN 

(false negative) 
TN 

(true negative) 

Table 4.3: A Sample of two-by-two confusion matrix 

In this context, Recall is defined as the number of actual plagiarized documents detected by 

the algorithm divided by the total number of existing plagiarized documents. Precision is 

defined as the number of actual plagiarized documents detected by the algorithm divided by 

the total number of hits on the document set. Equation 4.1 illustrates the calculation of 

precision by using data provided by the contingency table while recall calculates using 

equation 4.2  

 

 

 

 

F measure can be obtained by combining these two measures. The equation 4.3 can be used to 

measure the F value. 

 

   ------------------ (4.1) 

   ------------------ (4.2) 

   ------------------ (4.3) 
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Obviously, the number of words actually concerned on manual detection and number of word 

selected by the algorithm for calculating Plag % can be differed. Hence, the separation 

threshold of whether a document is plagiarized or not is set for more than 7.0 for manual 

experiment and more than 40.0 for the results obtained by this algorithm. The contingency 

table is derived by this basis and the table 4.4 shows the results of the true class and the tested 

class. There are nine actually plagiarized documents. Although there are some similar 

sentences containing in other documents, they are actually not plagiarized. Conversely, eleven 

documents are detected by the algorithm as plagiarized and other five documents are testified 

as not plagiarized.  

  

True Class 

P N 

T
es

te
d

 

C
la

ss
 

P 8 3 

N 1 4 

Table 4.4: Contingency table for the first experiment on BPDM 

Only 8 documents are detected as highest plagiarized documents by the BPDM according to 

the manual experiments. The performance of the algorithm on this experiment is shown in 

table 4.5. 

Precision Recall  F Measure 

0.73 0.89 0.8 

Table 4.5: Performance matrices obtained from the experiment by BPDM 

BPDM detects 89% of such plagiarized documents while detecting 73% of correct hits from 

the total detection. Calculated F measure is 0.8. 

The second corpus is used in the same experiment. This experiment is focused on to identify 

the effect of word difference between the document pairs for the final result. Experiment is 

carried out following the same method and the manually calculated result is shown by table 

4.6. 

Original 

Document 

Highest 

Plagiarized 

Document 

Number of 

Words in 

OD 

Number of 

Words in 

CD 

Number of 

Matched 

Words 

Plag % 

09MS032 09MS069 540 879 419 77.59 

09MS066 09MS006 887 805 147 16.57 

09MS069 09MS102 879 614 498 56.66 

09MS080 09MS016 830 989 305 36.75 
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09MS003 09MS069 504 879 58 11.51 

09MS005 09MS078 692 699 435 62.86 

09MS006 09MS085 805 963 790 98.14 

09MS012 09MS016 733 989 406 55.39 

09MS016 09MS078 989 699 474 47.93 

09MS024 09MS051 560 565 553 98.75 

09MS025 09MS069 700 879 30 4.29 

09MS030 09MS006 563 805 235 41.74 

09MS039 09MS078 965 699 453 46.94 

09MS047 09MS016 802 830 14 1.75 

09MS051 09MS024 565 560 553 97.88 

09MS058 09MS085 729 963 284 38.96 

09MS061 09MS039 593 965 156 26.31 

09MS078 09MS039 699 965 453 64.81 

09MS085 09MS006 963 805 790 82.04 

09MS069 09MS102 879 614 498 56.66 

Table 4.6: Manually calculated results of second experiment (OD = Original 

Document and CD = Copied Document) 

BPDM has been used in the second experiment too and the results are presented in table 4.7. 

Since the most identical two documents named 09MS024 and 09MS051 are found in this 

corpus, a special attention is made in this experiment. Additionally, only four documents are 

found as non-plagiarized and the other sixteen documents are testified as verbatim plagiarism 

by at least two paragraphs.  

Original 

Document 

Highest 

Plagiarized 

Document 

Number of 

Words in 

OD 

Number 

of Words 

in CD 

Number 

of Hits 

on OD 

Number of 

Matched 

Words 

Plag 

% 

09MS032 09MS069 540 879 293 203 69.28 

09MS066 09MS006 887 805 436 153 35.09 

09MS069 09MS102 879 614 438 205 46.80 

09MS080 09MS016 830 989 397 158 39.79 

09MS003 09MS069 504 879 237 100 42.19 

09MS005 09MS069 692 879 377 197 52.25 

09MS006 09MS085 805 963 423 290 68.56 
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09MS012 09MS016 733 989 368 184 50.00 

09MS016 09MS078 989 699 463 192 41.47 

09MS024 09MS051 560 565 268 268 100.00 

09MS025 09MS069 700 879 353 110 31.16 

09MS030 09MS006 563 805 275 154 56.00 

09MS039 09MS078 965 699 415 209 50.36 

09MS047 09MS006 802 805 389 87 22.36 

09MS051 09MS024 565 560 268 268 100.00 

09MS058 09MS085 729 963 385 174 45.19 

09MS061 09MS039 593 965 311 152 48.87 

09MS078 09MS039 699 965 359 209 58.22 

09MS085 09MS006 963 805 426 290 68.06 

09MS102 09MS069 879 614 319 205 64.26 

Table 4.7: Results of the second experiment by the BPDM (OD = Original 

Document and CD = Copied Document) 

The calculated contingency table is shown in tables 4.8 and 4.9 which show the performance 

obtained by the algorithm in the second experiment. 

 

True Class 

P N 

T
es
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d
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P 16 1 

N 0 3 

Table 4.8: Contingency table for the second experiment on BPDM 

 

Precision   Recall  F Measure 

0.94 1.00 0.97 

Table 4.9: Performance matrices obtained from second experiment by BPDM 

After minimizing the variation of the number of words the BPDM produces good results. A 

precision rate of 0.94% and 100% recall rate have been obtained. The calculated F measure is 

0.97. Although both datasets contains very similar documents according to the F measure of 

the two experiments, the second experiment gives a greater significant result.  

This experiment highlights some significant incidences according to the result tables. The 

most identical documents remarked by the manual calculation are also ranked highest by the 
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algorithm.  The other higher rank is shown over the document 09MS085 in manual 

calculation is again identified as third highest by the BPDM. 

Empirically, it is identified that the variation of the obtained value and the actual value of the 

similarity usually become high except for the similarities approximate to 100%.  Practically, 

this incidence is true since the Plag % ratio is calculated by the number of hits on the similar 

pairs of words and all those similar pairs are not considered as plagiarized in manual 

calculations. Even though the pattern of the identification is similar, the error of the two 

functions should be measured. Therefore, a Paired T-Test has to be used to measure the 

difference between the actual detection and the detection from the algorithm. There are three 

significant reasons for using  this kind of test to measure the variation ,firstly, the incidence  

has matched pairs of scores (e.g., two measures per document). Secondly, each pair of scores 

is independent of every other pair and thirdly, the sampling distribution is assumed as normal.  

Null hypothesis is placed as “There are zero differences between the mean value of manual 

ratios and the BPDM ratios” and an alternative hypothesis is used as “There are differences 

between the mean value of manual ratios and the BPDM ratios”. Table 4.10 shows the 

calculated statistics of the two tailed paired t-test which is done with a high confidence level 

of 99%. 

t-Test: Paired Two Sample for Means   

  Manual BPDM 

Mean 54.49828 52.39723 

Variance 398.0862 949.5928 

Observations 20 20 

Pearson Correlation 0.887585  

Hypothesized Mean Difference 0  

Df 19  

t Stat 0.586979  

P(T<=t) one-tail 0.282064  

t Critical one-tail 1.729133  

P(T<=t) two-tail 0.564128  

t Critical two-tail 2.093024  

Table 4.10: Calculated statistics of the two tailed paired t-test. 

According to table 4.10 the null hypothesis is accepted and it determines that this conclusion 

is highly significant.  It is evident that both statistics 2.09 and 0.564128 respectively say there 

is no mean difference with the given confidence level of 99%.  
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4.4 Experiments and the Results of Normalized Vector Space Model for 

Plagiarism Detection (NVSM) 

The NVSM is run on the first document and compared against the first benchmark. The 

obtained result of the highest similarity document for each file is illustrated in the table 4.11. 

The ranking process is done according to the cosine similarity described in the section 3.3.2 of 

chapter 03. Figure 4.1 of Appendix I represents a segment of calculated term vectors by the 

java implementation on the vocabulary of the document set. According to the method 

explained in the section 3.3.2 of chapter 03 tf-idf is also calculated and figure 4.2 in Appendix 

I illustrates the segment of the text file. 

Original Document Most Suspicious Document Plag % 

581.txt: 644.txt: 11 

591.txt: 613.txt: 14 

594.txt: 607.txt: 06 

595.txt: 613.txt: 26 

600.txt: 635.txt: 13 

604.txt: 644.txt: 07 

607.txt: 640.txt: 18 

613.txt: 595.txt: 26 

617.txt: 640.txt: 12 

627.txt: 635.txt: 9 

633.txt: 613.txt: 8 

635.txt: 604.txt: 7 

640.txt: 607.txt: 18 

643.txt: 604.txt: 9 

644.txt: 613.txt: 15 

649.txt: 613.txt: 5 

Table 4.11: Results of NVSM on the first document set 

Same threshold as 7.0 for manual detection is selected for separating the documents to 

determine whether they are plagiarized or not.  The Plag % given by the NVSM model does 

not reflect the level as same as that of the BPDM. So the same threshold can be used to 

separate the plagiarized document placing it above 7.0. Values of the contingency table are 

selected on this thresholds and table 4.12 shows those values. 
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P 9 3 

N 0 4 

Table 4.12: Contingency table for NVSM on first document set 

Table 4.13 presents the obtained performance by the NVSM algorithm on the first document 

set.  

Precision Recall  F Measure 

0.75 1.0 0.72 

Table 4.13: Performance obtained by NVSM on first document set 

Considering the above performance of the first document set the second document set is also 

tested with the NVSM algorithm. Table 4:14 shows the detected most suspicious documents 

and its Plag % by the algorithm. 

Original Document Most Suspicious Document Plag % 

09MS032 09 MS069 23 

09MS066 09MS006 20 

09MS069 09MS102 23 

09MS080 09MS069 12 

09MS003 09MS069 11 

09MS005 09MS078 18 

09MS006 09MS085 45 

09MS012 09MS016 19 

09MS016 09MS078 20 

09MS024 09MS051 100 

09MS025 09MS102 10 

09MS030 09MS006 28 

09MS039 09MS078 23 

09MS047 09MS066 8 

09MS051 09MS024 100 

09MS058 09MS085 22 

09MS061 09MS078 14 

09MS078 09MS039 23 

09MS085 09MS006 45 
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09MS102 09MS069 22 

Table 4.14: Results of NVSM on second document set 

Considering the same fact in the previous experiment the threshold (7.0) is used in the manual 

detection and, since the similarity values get higher in this experiment, the threshold of the 

NVSM is changed to 12.0 to determine whether the detected documents are plagiarized or 

not. The contingency table is shown in table 4.15.   
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P 15 1 

N 1 3 

Table 4:15: Contingency table for NVSM on second document set 

Table 4.16 presents the obtained detection performance by the NVSM algorithm on the 

second document set.  

Precision Recall  F Measure 

0.94 0.94 0.94 

Table 4.16: Performance obtained by NVSM on second document set 

In the same way, the three most plagiarized documents identified in the manual detection are 

also detected by the NVSM with a high significant accuracy. 09MS051 and 09MS024 

documents are identical and detected as plagiarized with a ratio of 100% and 09MS006 and 

09MS085 documents come third in the manual evaluation and the same result is given by the 

NVSM.  

Same null hypothesis is used as “There are zero differences between the mean values of 

manual ratios and NVSM ratios” and the alternative hypothesis is placed as “There are 

differences between the mean value of manual ratios and the NVSM ratios” to get the 

significance statistics for these ratios obtained. . The calculated statistics of the two tailed 

paired t-test done on 95% of confidence level is shown in table 4.17. 

 The null hypothesis should be rejected and the alternative hypothesis must be accepted 

according to the given statistics of the table 4.17. The probability of accepting the zero 

difference is 0.0001 and it is very poor.  There is a very strong reason for this difference. 

Contextually, these two measures are laid in different backgrounds. The manual ratio is built 

by counted similar sentences but in the NVSM, documents are subjected to preprocessing and 

the ratio is perfectly based on the correlation which is calculated on the term vectors.  



 65 

 

 
 

t-Test: Paired Two Sample for Means   

  Manual NVSM 

Mean 52.5 29.3 

Variance 948.2631579 676.7473684 

Observations 20 20 

Pearson Correlation 0.7231654  

Hypothesized Mean Difference 0  

df 19  

t Stat 4.804337558  

P(T<=t) one-tail 6.1629E-05  

t Critical one-tail 1.729132792  

P(T<=t) two-tail 0.000123258  

t Critical two-tail 2.09302405   

Table 4.17: Calculated statistics of the two tailed paired t-test on NVSM 

Even though the pattern of the detection ratios is similar the error value between two ratios 

become high and the rejection of the null hypothesis must not be unfamiliar.  

However, the error distribution can be used to make an approximation parameter for mapping 

the two distributions. The mean of the error distribution is 21.59 and the standard deviation is 

23.2.  It is empirically observed that, pertaining to a given document, the NVSM Plag % may 

vary by 23.2 from the mean error. This is a large variance and it is possible to consider the 

mean difference as not zero but approximate at least by 23.2 from mean error to obtain a 

high significance.  

Does this approximation significant for all datasets? This question can be answered by testing 

another different dataset on same method. Randomly selected thirty genuine MS word 

documents in same course are used to test the above conclusion. The obtained result is shown 

in tables 4.2 and 4.3 of Appendix I. The Plag% of the new experiment must be laid between 

the same range of the above 23.2. The mean error of this experiment is 15.97 and the 

standard deviation of the error is 19.16. It means that the 19.1 should be added to the mean 

Plag % to obtain the actual plagiarism ratio. Although the mean error value is less than the 

second experiment value and the mean error value is laid on the second experiment value.  It 

empirically proves that less than 23.2 should be added to the mean error in order to obtain 

the actual PLag%. Table 4:18 shows the performance of the third experiment. 

Precision Recall  F Measure 

0.96 0.93 0.94 

Table 4.18: Performance of the third experiment on NVSM 
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No significant difference is shown between these two experiments and obtains the same 

results according to the F measure.  

4.5 Experiments and the Results of Fingerprinting Model for Plagiarism 

Detection (FMPD) 

The approach explained in the section 1.3 of chapter 03 is implemented as java program and 

the above two document sets were utilized to test the proposed algorithm called 

Fingerprinting Model for Plagiarism Detection (FMPD). The same manual detections of the 

datasets also are used to compare the results. The experiments are done at different levels of 

granularity and fingerprinting resolutions according to section 3.3.3 of chapter 03. Figure 4.3 

of Appendix I represents the number of correct detections which are obtained on different 

granularity and fingerprint resolution levels. The selected granularity differs from 3 to 8 and 

fingerprint resolution also changes   into two classes as granularity-1 class and equal number 

of granularity.  

A low level of granularity and fingerprinting resolution such as three is not suitable according 

to figure 4.3 of Appendix I. Four and six levels give a high number of hits.   The figure 4.3 of 

Appendix I clearly shows that the optimum detection capability as thirteen documents from 

sixteen documents is obtained, when using four granularity levels and four fingerprinting 

resolution levels.  

Finally, four by four granularity and fingerprinting resolution is used to compare the 

performance of the algorithm. The table 4.19 represents the obtained results. The manual 

threshold (greater than 7.0) is assigned for separating the documents to determine whether 

they are plagiarized or not and a threshold of FMPD is also assigned as 10.0. 

Original Document Most Suspicious Document Plag % 

581.txt 613.txt 12.5 

591.txt 613.txt 11.3 

594.txt 607.txt 10 

595.txt 613.txt 18 

600.txt 635.txt 8.6 

604.txt 643.txt 9.7 

607.txt 643.txt 11.3 

613.txt 595.txt 13.4 

617.txt 604.txt 10.7 

627.txt 633.txt 11.2 

633.txt 627.txt 12.3 

635.txt 613.txt 9.6 
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640.txt 604.txt 11.1 

643.txt 604.txt 12.2 

644.txt 613.txt 13.4 

649.txt 607.txt 9.8 

Table 4.19: Results obtained on dataset 1 by FMPD with four granularity and fingerprinting 

resolution 
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p 9 0 

N 1 6 

Table 4.20: Contingency table for FMPD on first document set 

Table 4.20 illustrates the contingency table which is derived by comparing the above results 

with the manual detection. 

Table 4.21 presents the obtained detection performance by the FMPD algorithm on the first 

document set.  

Precision Recall F Measure 

1 0.9 0.94 

Table 4.21: Performance obtained by FMPD on first document set 

The second document set is also tested by using the same classes of granularity and resolution 

and figure 4.4 of Appendix I illustrates the correct number of detections in each class.  

The highest number of hits represents in the four granularities and the four fingerprint 

resolutions which is similar to the first dataset. The results given by the class four-by-four are 

illustrated by the table 4.22. 

Original Document Most Suspicious Document Plag % 

09 MS 032.txt 09MS 102.txt 23.71 

09 MS 066.txt 09MS 085.txt 10.24 

09 MS 069.txt 09MS 102.txt 15.76 

09ms080.txt 09 MS 069.txt 12.15 

09MS 003.txt 09 MS 069.txt 13.08 

09MS 005.txt 09MS 078.txt 19.06 

09MS 006.txt 09MS 085.txt 34.3 

09MS 012.txt 09MS 016.txt 15.52 

09MS 016.txt 09MS 078.txt 15.69 

09Ms 024.txt 09MS 051.txt 100 

09MS 025.txt 09 MS 069.txt 10.47 
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09MS 030.txt 09MS 006.txt 16.94 

09Ms 039.txt 09MS 078.txt 17.29 

09MS 047.txt 09 MS 069.txt 10.01 

09MS 051.txt 09Ms 024.txt 100 

09MS 058.txt 09MS 085.txt 15.42 

09MS 061.txt 09Ms 039.txt 11.76 

09MS 078.txt 09Ms 039.txt 21.42 

09MS 085.txt 09MS 006.txt 33.97 

09MS 102.txt 09Ms 069.txt 20.13 

Table 4.22: Results obtained on dataset 2 by FMPD with four granularity and fingerprinting 

resolution 

Table 4.23 represents the contingency table comparing the results of both manual detection 

and the results of FMPD in table 4.22. 
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P 16 0 

N 0 4 

Table 4.23: Contingency table for FMPD on the second document set 

Table 4.24 presents the obtained detection performance by the FMPD algorithm on the 

second document set. Although the BPDM and the NVSM show the variations of obtained 

performance among the two document sets the FMPD provides more stable performance on 

two document sets and finally, the second document set gives100% optimum results.   

Precision Recall F Measure 

1 1 1 

Table 4.24: Performance obtained by FMPD on the second document set 

Although the ratios given by the FMPD are low and the manual ratios are relatively high the 

two distributions take the same pattern.  

The mean error of the above two distribution is 26.6 and the standard deviation also is 22.9.  It 

is expected that it should be a greater value than the NVSM value. Because the document is 

highly preprocessed and divided into n-grams for creating fingerprints and the correlation 

between these vectors of fingerprints are the similarity ratios of plagiarism detection. It must 

not be the same ratio values of one to one word mapping of the sentences. However, there are 

no arguments that the FMDP ratio must be as same as the manual ratio for actual plagiarism 

detection. It shows that the actual value must be added to or subtracted from the mean error 

value to get the manual ratio. Empirically, at least 23.5 should be added or subtracted for 
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getting high accurate and significant measures and statistics for the test. The significance of 

the test is obtained on this consideration and the null hypothesis is placed as “There are 23.5 

differences between mean values of manual ratios and FMPD ratios” and the alternative 

hypothesis is placed as “There are more than 23.5 differences between the mean value of 

manual ratios and FMPD ratios” to get the significance statistics for this obtained ratios. The 

calculated statistics of the two tailed paired t-test done with 99% of confidence level is shown 

in table 4.25. 

t-Test: Paired Two Sample for Means   

  Ratio Manual Ratio FPDM 

Mean 52.5 25.846 

Variance 948.2632 688.969 

Observations 20 20 

Pearson Correlation 0.687643  

Hypothesized Mean Difference 23.5  

df 19  

t Stat 0.61524  

P(T<=t) one-tail 0.272848  

t Critical one-tail 2.539483  

P(T<=t) two-tail 0.545695  

t Critical two-tail 2.860935   

Table 4.25: Calculated statistics of the two tailed paired t-test on FMPD 

It is proven that the null hypothesis can be accepted in high probability as 0.54. It means, 

empirically the difference should be considered around the value of 26.6. 

Third experiment is also done for proving the obtained consideration of the FMPD ratio. The 

Plag% of the third experiment of FMPD poses in the same range of the above value (26.6). 

The obtained result is shown in table 4.4 of appendix I. The mean error of this experiment is 

24.32 and the standard deviation of the error is 22.62. It means that the 22.62 should be added 

to obtain the actual plagiarism ratio of the FMDP. Although the value is less than the previous 

value it is laid in par with the previous and it empirically proves that less than 23.5 should be 

added to obtain the actual Plag%.  

 

Precision Recall F Measure 

1 0.93 0.96 

Table 4.26: Performance of the third experiment on FMDP 
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4.6 Experiments and the Results of Document Property Analyzer (DPA)   

The basic idea of the DPA is comparing the formatting properties of a document. As 

mentioned in section 3.4 of chapter 03 the documents are not subjected to preprocessing in 

these experiments. The first and second document sets given above are used to conduct the 

experiments of DPA. The first document set is run in the java implementation of the DPA and 

the obtained  matrix is represented in figure 3.4 of chapter 03. Table 4.27 shows the 

results of the experiment which gives the obtained ratio of each document.  

Original Document Most Suspicious Document Plag % 

581.txt: 644.txt: 0.81 

591.txt: 613.txt: 0.84 

594.txt: 607.txt: 0.79 

595.txt: 613.txt: 0.89 

600.txt: 635.txt: 0.70 

604.txt: 644.txt: 0.91 

607.txt: 640.txt: 0.69 

613.txt: 595.txt: 0.89 

617.txt: 640.txt: 0.76 

627.txt: 635.txt: 0.91 

633.txt: 613.txt: 0.68 

635.txt: 604.txt: 0.52 

640.txt: 607.txt: 0.78 

643.txt: 604.txt: 0.84 

644.txt: 613.txt: 0.52 

649.txt: 613.txt: 0.81 

Table 4.27: Results of DPA on the first document set 

The same threshold is used to separate the documents in manual detection as 7.0 and 

discrimination threshold of the DPA is considered as 80. Since totally different facts are used 

to calculate the ratio the Plag % given by the DPA are higher values for all documents. Table 

4.28 shows the contingency table for DPA on the first document set. 
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P 6 2 

N 3 5 

Table 4.28: Contingency table for DPA on the first document set 
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Precision Recall F Measure 

0.75 0.67 0.71 

Table 4.29: Performance obtained by DPA on first document set 

Table 4.29 presents the obtained detection performance by the DPA algorithm on the first 

document set. A good performance is not maintained by the DPA in this experiment relative 

to the BPDM, NVSM and FMPD.  

The second document set is tested and figure 4.5 of Appendix I illustrates the  matrix 

of the document collection. This matrix contains the formatting properties and its weights on 

ff-idf for each document in the collection. There are some formatting properties according to 

the figure 4.5 of Appendix I which are not important for discriminating the documents. Some 

properties obtain zero values for most of the documents and 0.85 is empirically used as 

dimensionality reduction threshold as mentioned in section 3.4.of chapter 03.  

Original Document Most Suspicious Document Plag % 

09MS032.txt 09MS025.txt: 0.9 

09MS066.txt 09MS006.txt: 0.85 

09MS069.txt 09MS047.txt: 0.97 

09MS080.txt 09MS016.txt: 0.93 

09MS003.txt 09MS080.txt: 0.76 

09MS005.txt 09MS006.txt: 0.86 

09MS006.txt 09MS005.txt: 0.86 

09MS012.txt 09MS069.txt: 0.78 

09MS016.txt 09MS085.txt: 0.95 

09MS024.txt 09MS051.txt: 1 

09MS025.txt 09MS069.txt: 0.96 

09MS030.txt 09MS006.txt: 0.8 

09MS039.txt 09MS047.txt: 0.95 

09MS047.txt 09MS069.txt: 0.97 

09MS051.txt 09MS024.txt: 1 

09MS058.txt 09MS078.txt: 0.75 

09MS061.txt 09Ms039.txt: 0.96 

09MS078.txt 09MS058.txt: 0.75 

09MS085.txt 09MS016.txt: 0.95 

09MS102.txt 09MS016.txt: 0.94 

Table 4.30: Results of DPA on the second document set 
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Table 4.30 shows the results obtained by comparing the correlation of the document vectors 

illustrated in figure 4.5 of Appendix I by using the equation 3.8 mentioned in section 3.4 of 

chapter 03.  

The given ranking values of the DPA vary in a small range from 0.75 to 1.00. The first 

document set also shows this phenomenon. The similarity ratio does not vary in a large range 

because most of the properties of the document set are used by the authors.  This experiment 

is also subjected to measure the performance and table 4.31 presents the contingency table.   
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P 13 3 

N 3 1 

Table 4.31: Contingency table for DPA on the second document set 

Table 4.32 presents the obtained detection performance by the DPA algorithm on the first 

document set.  

Precision Recall F Measure 

0.81 0.81 0.81 

Table 4.32: Performance obtained by DPA on the second document set 

The DPA gives out better results in this experiment than the experiment on first document set. 

A significant feature is that the two identical documents – 09 MS 024 and 09 MS 051 are 

detected as identical by other algorithms and this algorithm also detects that they resemble. In 

the manual checking also on these documents give the same result. When the ratios given by 

the DPA are compared with the manual detections they are relatively similar in most 

documents but in documents 09MS006, 09MS016, 09MS025, 09MS030, and 09MS061 give 

a different pattern. 

4.7 Experiments and the Results of Syntactic and Semantic Analyzing 

Model for Plagiarism Detection (SSAMPD) 

The analyzed models given above heavily depend on the verbatim copying while the 

documents are ranked by using a particular string matching algorithm. However, the FMPD 

has another capability like detecting positional changes on some segments of the document. 

Mainly, SSAMPD is introduced to detect the illegal paraphrasing of two documents as 

mentioned in section 3.5 of chapter 03. The section explains the techniques used by the 
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plagiarizer to hide his/her plagiarism. Since all those techniques cannot be identified in the 

original documents like the above mentioned document sets one and two the experiments of 

SSAMPD is run on manually created plagiarized documents.  

The method explained in section 3.5 of chapter 03 is basically designed to identify the 

changes on the verb, subject and object of the sentences of a particular document. It is 

assumed that the verb changes may be done in four ways as discussed in the same section and 

subject and the object changes mainly depend on the use of synonyms. The algorithm uses 

direct and deep checking to identify obfuscations of the subjects and objects of sentences as 

explained in section 3.5 of chapter 03. An original document and a query document are made 

manually including all the obfuscations discussed earlier and they are used by the model for 

the purpose of testing.  

4.7.1 Experiments on Verb Changes 

An experiment is designed to test the approach on changing tenses, using passive voice, using 

similar verbs and changes from singular to plural and from plural to singular. One simple 

sentence is used as the original document and that sentence is changed according to the above 

mentioned obfuscations. 

A sentence “The students go to the school.” Is used for original sentence and the following 

parse tree is generated by the Stanford Parser. The figure 4.1 shows the result pane of the 

implementation and it is indicated as number 1. 

(ROOT (S [37.177] (NP [13.089] (DT [2.455] The) (NN [8.471] 

student)) (VP [22.946] (VBP [4.947] go) (PP [12.607] (TO [0.003] to) 

(NP [10.139] (DT [0.650] the) (NN [7.302] school)))) (. 

[0.002].)))(S 

Firstly, the following predicate argument structure has been made by the model and it is 

stored in the text file. It is indicated as number 2 in the figure 4.1. 

Predicate:Verb:[go]Subject:[The students]Object:[the school]. 

The verb “go” in the original sentence has been changed to “went” in the query sentence. The 

generated parse tree and the predicate argument structure are mentioned below and they are 

indicated as number 3 and 4 in the figure 4.1. 

(ROOT (S [36.434] (NP [13.089] (DT [2.455] The) (NN [8.471] 

students)) (VP [22.202] (VBD [5.142] went) (PP [12.607] (TO [0.003] 

to) (NP [10.139] (DT [0.650] the) (NN [7.302] school)))) (. [0.002] 

.)))(S 
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Predicate:Verb:[went]Subject:[The students]Object:[the school]. 

 

Figure 4.1: Result pane of the java implementation (changing tense of verb) 

Although the verb of the query sentence differ in tense model identify the meaning of the 

sentence and it indicates the verbs are similarly derived from “go”. Number 5 of figure 4.1 

shows the actual incident and finally model gives 100% similarity ratio for both sentences. 

Accordingly, verbs also can be used to express the same idea. The verb “run” is used instead 

of „walk‟ in the query sentence. Another two sentences are also used in the experiment. The 

model uses deep checking with WordNet for this type of sentences and the result pane is 

presented in the figure 4.2. Although the two combinations of verbs in the two sentences 

“goes/runs” and “reads/learns” are lexically differed they are identified by the model as 

similar verbs. The model detects these sentences as identical with a 100% similarity ratio by 

following the meaning of the two sentences.  

1 2 

3 4 

5 
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Figure 4.2: Results pane of the java implementation (using similar verbs) 

An experiment on changing sentences to passive voice is also checked by converting the 

second sentence into passive voice. The verb of the sentence is changed while the subject and 

the object are also changed. Figure 4.3 shows the parse trees and the results obtained from the 

model. The defined predicate argument structure by the model for “A boy reads a book” is 

Predicate: Verb[reads]Subject:[A boy]Object:[a book]. The sentence changed into passive 

voice as “A book is read by a boy” and the defined structure is Predicate: Verb [is 

read]Subject:[A book]Object:[a boy]. Although the subject of the first sentence should be 

changed as agent the model similarly indicates it as object. However, the verb similarity ratio 

is 100% and the subject and object similarity ratios are changed. Further, the plagiarizer can 

also change the voice with another similar verb like “is learned”. It will also be identified as 

same meaning by the model with the above capabilities. 
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Figure 4.3: Results pane of the java implementation (changing to passive voice) 

The verb of a sentence is one of the main parts to indicate the singularity or the plurality. A 

sentence can be changed from singular to plural or from plural to singular without distorting 

the main idea.  

 

Figure 4.4: Results pane of the java implementation (changing to singular to plural) 

Figure 4.4 shows the results of changing a singular sentence to a plural sentence by using a 

similar verb as “A boy reads a book” change to “The boys learn a book”. According to the 
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example the string similarity algorithm may not identify the meaning of „reads‟ and will not 

take „reads‟ and „learn‟ as the same.  

4.7.2 The Experiment on an Actual Paraphrasing 

Finally, original paraphrased example from the Internet
1
 is used to cover all the aspects of the 

experiments on this model. The original paragraph is: 

 “During the last decade, there has been a shift from “instructivist” approaches towards 

“constructivist” approaches in the field of instructional design. Instructivist approaches keep 

the belief that the role of knowledge is basically to represent the real world. Meaning is 

determined by this real world and is thus external to the understander.” 

The paraphrased paragraph is:  

“Over the last ten years, there has been a marked change from “instructivist” points of view 

to “constructivist” points of view among instructional designers. Instructivist points of view 

hold the belief that the role of knowledge is fundamentally to represent the real world. In this 

view, meaning is ascertained by the real world and is therefore external to the learner.” 

Since the result pane for this paragraphs is too long it is difficult to display as a figure. The 

copied segments of the original result pane are used to analyze the final result of this 

experiment. The parse trees of the first paragraph are generated by the model as follows.  

(ROOT (S [163.279] (PP [19.783] (IN [4.479] During) (NP [14.971] (DT [0.650] the) 

(JJ [3.925] last) (NN [7.416] decade))) (, [-0.000] ,) (NP [4.519] (EX [0.433] 

there)) (VP [135.848] (VBZ [0.028] has) (VP [132.297] (VBN [0.001] been) (NP 

[88.134] (NP [11.176] (DT [1.419] a) (NN [7.985] shift)) (PP [76.552] (IN [3.524] 

from) (NP [71.281] (NP [30.508] (`` [0.039] ``) (JJ [12.883] instructivist) (‘’ 

[0.042] ‘’) (NNS [9.021] approaches)) (PP [40.232] (IN [8.966] towards) (NP 

[30.864] (`` [0.039] ``) (JJ [12.883] constructivist) (‘’ [0.042] ‘’) (NNS [9.021] 

approaches)))))) (PP [37.238] (IN [1.552] in) (NP [34.030] (NP [9.980] (DT [0.650] 

the) (NN [7.558] field)) (PP [23.509] (IN [0.666] of) (NP [22.441] (JJ [11.058] 

instructional) (NN [7.810] design))))))) (. [0.002] .)))(S  

(ROOT (S [119.253] (NP [25.324] (JJ [12.548] Instructivist) (NNS [9.021] 

approaches)) (VP [92.787] (VBP [6.333] keep) (NP [11.584] (DT [0.650] the) (NN 

[8.951] belief)) (SBAR [66.943] (IN [0.637] that) (S [65.980] (NP [22.294] (NP 

[9.251] (DT [0.650] the) (NN [6.829] role)) (PP [12.677] (IN [0.666] of) (NP 

[11.610] (NN [9.280] knowledge)))) (VP [41.084] (VBZ [0.144] is) (ADJP [35.780] (RB 

[7.060] basically) (S [23.430] (VP [23.412] (TO [0.011] to) (VP [23.382] (VB 

[6.621] represent) (NP [14.727] (DT [0.650] the) (JJ [5.216] real) (NN [6.090] 

world)))))))))) (. [0.002] .)))(S  

(ROOT (S [98.574] (NP [17.419] (NN [13.718] Meaning)) (VP [80.013] (VP [33.449] 

(VBZ [0.144] is) (VP [28.445] (VBN [5.886] determined) (PP [21.097] (IN [2.277] by) 

(NP [18.146] (DT [3.859] this) (JJ [5.216] real) (NN [6.090] world))))) (CC [0.106] 

and) (VP [42.291] (VBZ [0.144] is) (ADVP [6.186] (RB [5.859] thus)) (ADJP [28.427] 

(JJ [9.391] external) (PP [16.880] (TO [0.003] to) (NP [14.988] (DT [0.650] the) 

(NN [12.151] understander)))))) (. [0.002] .)))(S  

Following predicate argument structures are generated by the model for the above parse trees. 

                                                   
1 https://www.indiana.edu/~istd/example2paraphrasing.html 

https://www.indiana.edu/~istd/example2paraphrasing.html
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Predicate: Verb:[has been]Subject:[the last decade]Object:[a shift from `` 

`` instructivist ‘’ ‘’ approaches towards `` `` constructivist ‘’ ‘’ 

approaches]. 

Predicate: Verb:[keep]Subject:[Instructivist approaches]Object:[the 

belief]. 

Predicate: Verb:[is determined]Subject:[Meaning]Object:[this real world]. 

Pares trees of the second paragraph are shown in the results pane as follows 

 (ROOT (S [188.638] (PP [33.193] (IN [5.110] Over) (NP [27.751] (DT [0.650] the) 

(JJ [3.925] last) (NN [12.224] ten) (NNS [3.963] years))) (, [-0.000] ,) (NP 

[4.519] (EX [0.433] there)) (VP [147.797] (VBZ [0.028] has) (VP [144.246] (VBN 

[0.001] been) (NP [17.789] (DT [1.419] a) (VBN [7.440] marked) (NN [6.709] change)) 

(PP [42.251] (IN [2.449] from) (NP [38.146] (NP [27.058] (`` [0.039] ``) (JJ 

[12.883] instructivist) (‘’ [0.042] ‘’) (NNS [5.571] points)) (PP [10.547] (IN 

[0.666] of) (NP [9.480] (NN [7.151] view))))) (PP [73.445] (TO [0.003] to) (NP 

[69.877] (NP [27.058] (`` [0.039] ``) (JJ [12.883] constructivist) (‘’ [0.042] ‘’) 

(NNS [5.571] points)) (PP [42.278] (IN [0.666] of) (NP [39.866] (NP [9.756] (NN 

[7.151] view)) (PP [29.569] (IN [5.948] among) (NP [23.219] (JJ [11.058] 

instructional) (NNS [9.164] designers))))))))) (. [0.002] .)))(S  

(ROOT (S [127.406] (NP [32.215] (NP [21.301] (JJ [12.548] Instructivist) (NNS 

[5.571] points)) (PP [10.547] (IN [0.666] of) (NP [9.480] (NN [7.151] view)))) (VP 

[92.362] (VBP [5.486] hold) (NP [11.584] (DT [0.650] the) (NN [8.951] belief)) 

(SBAR [67.365] (IN [0.637] that) (S [66.402] (NP [22.294] (NP [9.251] (DT [0.650] 

the) (NN [6.829] role)) (PP [12.677] (IN [0.666] of) (NP [11.610] (NN [9.280] 

knowledge)))) (VP [41.505] (VBZ [0.144] is) (ADJP [36.202] (RB [7.481] 

fundamentally) (S [23.430] (VP [23.412] (TO [0.011] to) (VP [23.382] (VB [6.621] 

represent) (NP [14.727] (DT [0.650] the) (JJ [5.216] real) (NN [6.090] 

world)))))))))) (. [0.002] .)))(S  

(ROOT (S [115.048] (PP [14.780] (IN [1.250] In) (NP [13.197] (DT [3.859] this) (NN 

[7.151] view))) (, [-0.000] ,) (NP [14.832] (NN [11.131] meaning)) (VP [82.307] (VP 

[35.228] (VBZ [0.144] is) (VP [30.224] (VBN [10.874] ascertained) (PP [17.887] (IN 

[2.277] by) (NP [14.937] (DT [0.650] the) (JJ [5.216] real) (NN [6.090] world))))) 

(CC [0.106] and) (VP [42.806] (VBZ [0.144] is) (ADVP [6.701] (RB [6.374] 

therefore)) (ADJP [28.427] (JJ [9.391] external) (PP [16.880] (TO [0.003] to) (NP 

[14.988] (DT [0.650] the) (NN [12.151] learner)))))) (. [0.002] .)))(S  

The generated predicate argument structures of the second paragraph are displayed in the  

following lines. 

Predicate: Verb:[has been]Subject:[the last ten years]Object:[a marked 

change]. 

Predicate: Verb:[hold]Subject:[Instructivist points of view]Object:[the 

belief]. 

Predicate: Verb:[is ascertained]Subject:[meaning]Object:[the real world]. 

The processing steps which were used to compare the verbs, subjects and objects are 

displayed next in the results pane. 

Verb Similarity Ratio is being processed… 

Q File    has been    be        In File        has been  be        1 

Q File    hold        have      In File        has been      has       2 

Q File   ascertained  determine In File        is determined determine 3 

Subject Similarity Ratio is being processed… 

last ten years        last decade                   1.0 

Instructivist points of view    Instructivist approaches        0.25 

meaning       Meaning                     1.0 
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Object Similarity Ratio is being processed… 

marked change  shift from             0.0 

belief        belief                   1.0 

real world        real world                 1.0 

Finally the similarity ratios of the two paragraphs are displayed by the model in the results 

pane in the following lines.  

Verb Similarity Ratio :   100.0 

Subject Similarity Ratio : 75.0 

Object Similarity Ratio :  66.66667 

BUILD SUCCESSFUL (total time: 32 seconds) 

 

Although one verb is totally different in the lexical arrangement such as “ascertained” with 

“determined” the meaning is identified by the model and it gives 100% verb similarity ratio. 

Similarly, comparing the subject similarity “ten” is identified as “decade” with the help of the 

WordNet and gives the 75% similarity ratio. The object similarity ratio is obtained by direct 

checking and it is 66.67%. Finally, 80.5 % of semantic similarity has been provided by the 

model between these two paragraphs.  

4.8 Experiments and the Results of Intrinsic Plagiarism Detection Model 

(IPDM)   

The final model of the proposed plagiarism detection framework is IPDM. Basically, the 

experiments are conducted to identify the correct Stylometry features and the performance of 

the proposed model with Self Organizing Maps. Four documents are created by mixing the 

5000 word segments mentioned in table 3.1 of chapter 03. Two experiments are designed by 

using these four documents and table 4.33 shows the mixing structure of the four documents. 

Experiment No Document Name Authorization 

First Experiment Walden with Conduct Different Author 

Walden with Concord Same Author 

Second 

Experiment 

English Traits with Concord  Different Author 

English Traits with Conduct  Same Author 

Table 4.33: Mixed structure of the four documents in two experiments 

According to section 3.6.1 of chapter 03 the documents are converted into text files and are 

preprocessed.  While the preprocessing is in on progress the segmentation of the document 

also is performed. The segmentation is based on number of words such as 100, 150, 200, 250, 

300, 350, 400, 450, 500 and nine segmented files per each document are created by the java 

implementation of the feature extraction system. The feature set which is explained in section 
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3.6.2 of chapter 03 is extracted in each segmented text file. Figure 4.6 of Appendix I 

illustrates the sample feature extraction of the segmented text file. The segments are named as 

Sec1, Sec2 and so on. The feature values are in column vectors.  

After the feature file is created by the system for each segment the feature selection procedure 

is run on each feature file. Genetic Algorithm is used as the feature selection method. The 

mutation rate of the genetic algorithm may vary in each segmentation between 0.1 to 1.0 and 

finally identifies the good clustering performance which can be obtained at 1.0 mutation rate.   

The files including selected features are stored under each segment. Finally, these selected 

feature files in the text format are run with SOM for clustering. AutoSOME tool is used to run 

the files with SOM. Since the identification of most appropriate SOM parameter set as 

mentioned in section 3.6.3 of chapter 03 one feature file may run several times with the 

AutoSOME tool.   Finally, the most suitable parameter set of SOM is used by all the selected 

feature files of each segmentation. A sample running of AutoSOME tool is illustrated by 

Figure 4.7 in Appendix I. 

4.8.1 The First Experiment and the Results  

The experiment is mainly divided into two as same author and different author. The two 

documents which are already mixed together called “Walden and Conduct” and “Walden and 

Concord” are used in this experiment. The former is used for testing „different author‟ and 

later is used for testing „same author‟. Only one cluster should appear in the former and in the 

two clusters for the latter. Nine successful SOM runs are included in each file and finally 

there are eighteen files. Parameters set up in both testing are equal.  Since there is no 

opportunity that represents all SOM runs as one sample of the result pane is shown by figure 

4.8 in Appendix I. Only two clusters appear in the figure and it is generated by the first file.  

 Table 4.34 shows the number of clusters of experiments obtained on “Walden and Conduct” 

(different author). There should be two clusters for each segmentation and the results obtained 

by the model should be correctly in all segmentations. 

Segment 

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

No of Clusters 2 2 2 2 2 2 2 2 2 

Table 4.34: Clusters obtained by the models in each segmentation for two different authors 

The clustering performance obtained by the model for this experiment is shown in Table 4.35. 

The segmentation 200 reveals the optimum clustering performance. However, all 
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segmentations give correct results in this experiment. Hence, the SOM can be used to detect 

the styles of authors.  

  

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

Precision  0.90 0.88 1.00 1.00 0.94 1.00 1.00 1.00 1.00 

Recall  0.53 0.52 0.74 0.56 0.54 0.56 0.52 0.5 0.59 

F measure 0.67 0.65 0.85 0.72 0.69 0.72 0.68 0.67 0.74 

Table 4.35: Clustering performance of the model in each segmentation on two different 

authors 

The second part of the experiment one is testing the clustering capability of mixed documents 

of the same author. Only one cluster should be given for this experiment. The number of 

clusters given by the model in each segmentation is shown in table 4.36.  

Segment 

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

No of Clusters 1 2 1 1 2 1 1 2 2 

Table 4.36: Clusters obtained by the model in each segmentation for same author 

Inaccurate results are given by 150 and 300 segments and also 450 and 500. The reason for 

having two clusters in the 450 and 500 segmentations is, when the number of words are 

increased in the segment the model attempts to discriminate the styles of the same author 

according to the topic or the theme. It is clearly shown by the experiment.  The clustering 

performance obtained is shown in table 4.37. Optimum clustering performance is given in the 

segmentations of 200, 250 and 350.  

  

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

Precision  0.91 0.97 1.00 1.00 0.94 1.00 1.00 1.00 1.00 

Recall 0.78 0.94 1.00 1.00 0.54 1.00 0.5 0.5 0.53 

F Measure 0.84 0.95 1.00 1.00 0.69 1.00 0.67 0.67 0.69 

Table 4.37: Clustering performance of the model in each segmentation on two different 

authors 

It is identified that very few outliers have affected to obtain more than two clusters in the 

segments 450 and 500. For example, figure 4.9 of Appendix I shows the clustering results and 

the signal plot of features. It clearly shows that only 3 segments are included out of 64 

segments in the inaccurate cluster. Those are outliers and an outlier detection method can be 

used to identify them. However, 200 segmentation gives the most significant results in both 

detections.  
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All the 49 features are not used by each clustering and the significant feature set is selected by 

the genetic algorithm for each segmentation. The experiment is focused to find out the most 

suitable features for detecting the different clusters in both testing‟s. Table 4.1and 4.2, of 

Appendix II analyzes all the selected and unselected features of this experiment and table 4.3 

of Appendix II shows the selected features for the most significant result of the discriminating 

authors. 

The remarkable fact is that most of the traditional features are not selected and the newly 

introduced features are selected by the genetic algorithm according to Appendix II. For 

example, some traditional features are used in authorship attribution and verification like 

Hapax legomena, Hapax dislegomena, Simpson‟s D measure, Brunets W measure, Average 

Word Frequency Class (AWFC) etc. are not selected.  The adverbial features which have been 

newly introduced in the intrinsic plagiarism detection get priority and seven features out of 

nine are selected. Conversely, both numbers of clauses and phrases extracted by using NLP 

are also significant in this experiment. Finally, the punctuation measures which are not in the 

literature of intrinsic plagiarism detection play a good role in this experiment and five 

measures out of eight are selected as significant for the experiment. 

4.8.2 The Second Experiment and the Results  

This experiment is done in the same way as the first experiment is done except for the 

documents used. The two documents which are already mixed together called “English and 

Concord” and “English and Conduct” are used for this experiment and the former is used for 

testing different authors and the latter is used for testing for the same author. Only two 

clusters are expected from the former and one cluster from the latter. Nine successful SOM 

processing are included in each file and finally, there are eighteen files. Both tests use equal 

parameter setup of SOM.   

The number of clusters of experiments obtained on “English and Concord” (different authors) 

are shown in table 4.38. Although the expected number of clusters is two an incorrect result is 

given by two segmentations only.  

Segment 

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

No of Clusters 3 2 2 3 2 2 2 2 2 

Table 4.38: Clusters obtained by the model in each segmentation for two different authors in 

the second experiment 
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It is also as same as the above and the four outliers out of one hundred are affected in the 100 

segmentation and 03 outliers out of thirty nine affected in the 250 segmentation.  

The clustering performance obtained by the model for this experiment is shown in Table 4.39. 

The segmentation 450 obtains the optimum clustering performance.  

  

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

Precision  0.71 0.91 0.92 0.85 1.00 0.92 1.00 1.00 0.8 

Recall  0.58 0.53 0.52 0.47 0.5 0.52 0.52 0.55 0.5 

F Measure 0.64 0.67 0.66 0.61 0.67 0.66 0.68 0.71 0.62 

Table 4.39: Clustering performance of the model in each segmentation on two different 

authors in the second experiment 

The mixed document of the same author is experimented in the second part of the experiment. 

The expected clusters are one in this experiment. The number of clusters given by the model 

in each segmentation is shown in table 4.40.  

Segment 

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

No of Clusters 1 2 1 2 2 1 1 1 1 

Table 4.40: Clusters obtained by the model in each segmentation for the same author 

Inaccurate clustering is given by 150, 250 and 300 segmentations.  Even though more than 

300 word segments give significant results on this experiment 200 word segmentation also 

gives the optimum performance. It is clearly shown in table 4.41.  

  

100 

Seg 

150 

Seg 

200 

Seg 

250 

Seg 

300 

Seg 

350 

Seg 

400 

Seg 

450 

Seg 

500 

Seg 

Precision  1.00 0.97 1.00 1.00 0.94 1.00 1.00 1.00 1.00 

Recall  1.00 0.91 1.00 0.83 0.6 1.00 1.00 1.00 1.00 

F Measure 1.00 0.94 1.00 0.91 0.73 1.00 1.00 1.00 1.00 

Table 4.41: Clustering performance of the model in each segmentation on two different 

authors 

The selected features for the second experiment are also analyzed in Tables 4.4 and 4.5 in 

Appendix II.  The features selected in the most significant result are analyzed in Table 4.6 in 

Appendix II. The same nature can be seen in these experiments.  For example, some 

traditional features like Hapax legomena, Brunets W measure, Sichel‟s S measure, Harden‟s 

V measure, Honore‟s R measure, Flesh Index, Average Word Frequency Class (AWFC) as 

well as the features based on a number of words including the average length per word, Total 
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number of short words per words are analyzed. The adverbial features do not involve 

significantly in the second experiment and only three features out of seven are selected. . Both 

the number of clauses and the number of phrases extracted by using NLP are also significant 

in this experiment like the first experiment. Finally, the majority of punctuation measures are 

also used to identify the clusters. 

Further, it is important to analyze the features which are involved in both experiments. 

Appendix 02 analyzes the features and the summary of the analysis is sown in table 4.7 of 

Appendix II. In the section 3.6.3 of chapter 03 the Stylometry features used by the model are 

typically categorized into six simple ratios- vocabulary richness measures, Syntactic and POS 

features, adverbial features, readability measures, and punctuation measures. As shown in 

table 4.7 of Appendix II, some features of documents have a zero frequency including the 

total number of words (NW), the average length per word (ALCW), Syllables per words 

(SPW), the No. of complex words (More than 3 Syllables) (NCW), Hapax legomena/N (HL), 

Sichel‟s S measure (SS), and so on.  

Table 4.8 of Appendix II and figure 4.5 present the summarization of categorized features on 

participation of the clustering the four major documents in both experiments. The usage of 

readability measures get 100% and the newly introduced adverbial and punctuation measures 

also have played major roll of the clustering according to the figure 4.5. The minimum usage 

of 56% is presented by the vocabulary richness measures. The selection of features vary on 

the nature of the document However, the four experiments cited above give more evidence for 

using 35 features out of 49 for further experiments in intrinsic plagiarism detection and the 

newly introduced features are more effective than the traditional features.  

 

Figure 4.5: The percentage of usage of features in each category 
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4.9 Chapter Summary   

In this chapter the main study of this research is experimented and the results are outlined. 

Especially, the framework proposed as the methodology in chapter 03 is implemented and 

tested. The three actual document sets submitted by the university students are utilized as 

benchmark for testing the proposed algorithms of the four components such as Boolean 

plagiarism Detection Model, Normalized Vector Space Model for Plagiarism Detection, 

Fingerprinting Model for Plagiarism Detection and Document Property Analyzer of the 

framework. The three document sets are manually examined carefully and the plagiarized 

segments are detected and ranks are given for each document according to the number of 

plagiarized segments. This manual result is used to compare the detection performance of 

each of the four algorithms and the basic matrices of Receiver Operator Characteristics are 

used for this purpose.   

Syntactic and Semantic Analysis for Plagiarism Detection are tested with the manually 

created sentences and finally, the original paraphrased document from the Internet is used. 

The actual results obtained by the java application are used in the experiment for 

clarifications.  

Finally, the proposed Intrinsic Plagiarism Detection Model is experimented with four freely 

downloadable genuine 19
th

 Century English Books. The obtained clustering performance of 

verifying the documents according to the referred authors is analyzed by using the basic 

metrics of Receiver Operator Characteristics again. The other main objective of this part of 

the research is proposing a new Stylometry feature set and the usage of these new features for 

proposed clustering the document according to the authors is also discussed in this chapter.    
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Chapter 5 – Conclusions and Future Work 

5.1. Introduction 

This chapter is mainly adopted for a conclusion on the experimental results of the chapter 4 

and presents some future work pertaining to this research. Basically, the major consideration 

of the research which is based on the plagiarism detection in the higher education sector 

through the e-learning systems and how the proposed framework can fulfill such task is 

concluded by this chapter. 

Actual document sets which are used for testing algorithms show that the university students 

are plagiarizing each other. Although learning management systems are utilized in the higher 

education sector identification of plagiarism has not yet been implemented in the sake of e-

learning in the higher and university education sector in Sri Lanka. Actually, this research is 

identified the real situation which is going on among the university students in Sri Lanka and 

given the solution for such a vital problem. 

5.2. Summarization and Conclusions 

Mainly, prevention of plagiarism and detection of plagiarism can be used for avoiding this 

crucial problem from the academic community. Prevention of plagiarism rather depends on 

more pedagogical approach and detection of plagiarism concerns more technical approach. 

However, scope of this research concedes to make conclusions on detection of plagiarism and 

it will be more appropriate for establishing and maintaining rules and regulations to govern 

the problem. Hence, the pedagogical approach is not considered according to the scope of this 

research.   

The framework has been implemented as modules and the first module mainly to be on the 

text similarity analysis. BPDM is given significant result for verbatim coping which is similar 

to the manual benchmark of verbatim coping among other methods. It is clearly proven by F 

measure and the paired t-test which is done on the obtained result.  

BPDM analyzes the given documents according to the availability of the similar words in the 

original and the suspicious document. It is exact matching of words without applying any 

weighting factor. Such results obtained by the experiments in section 4.2 of chapter 04 highly 

depend on the number of words pertaining to each document pair. If number of words of the 

query document becomes larger than the original document, then the incorrect result is given 

by the algorithm. Although plagiarized sections are not in the query document the excess 
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words will also be compared with the words of original document and similar words will be 

count again.  This nature will give higher rank of incorrect Plag % for the non plagiarized 

large query document. This draw back mainly identified with the experiment 01 of the 

BPDM. Although the actual documents are used in the second experiment the minimum word 

difference is maintained. The second experiment has given promising result on this change 

and it shows the performance tables. F measure goes 0.8 to 0.97 after minimizing the word 

difference of the documents. Minimize the variance between the original document and the 

query document is affected directly to the result. Hence, the variance should be considered as 

a parameter when obtaining the result from the BPDM.   

Since a weighting factor directly affected with applying ranks for the documents in the second 

model called NVSM is not shown the above limitation significantly. The vector space model 

which is mostly used in the information retrieval methods implements with some short queries 

and thus the needed processing time is very low. However, large number of words is included 

in the documents which are used as the query documents in the proposed normalized vector 

space algorithm.  Hence, more processing time for preprocessing and post processing is 

needed. 

Several weighting methods for reducing dimensionality have been used in experiments. The 

method mentioned in the chapter 3 section 1.2 called tf-idf was given highest appropriate 

result from the number of experiments were done with several other weighting techniques.  

However, NVSM has given similar accurate result relative to the BPDM.  

The optimum results from the three experiments are made by the FPDM from three of 

information retrieval algorithms used in this framework. The setup of granularity and the 

fingerprinting resolution is important and the too small granularity is made incorrect detection 

because of the large number of similar chunks are made by the program incorrectly and give 

as the similar pairs without considering the actual partitions of the words .  The same incident 

is happened in the large granularity too.  According to the results good optimum detection 

capability is obtained in the four granularity in three experiments. Hence, it is suitable to 

conclude that the granularity value must be four and the fingerprinting resolution must also be 

four.  

The BPDM model of the framework is more suitable for the detection of verbatim copying of 

the documents. Several reasons are pertaining to the idea. In the verbatim copying no changes 

were made by the plagiarizer and the words may appear same as the original document and 

hence, the Boolean algorithm will show the highest rank. The actual documents which were 
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used in the experiments shows this phenomenon clearly and the highest ranks were obtained 

by the verbatim copied documents. Conversely, fingerprinting algorithm is more suitable for 

moving the text into different positions rather than the verbatim coping. However, actual 

document which were totally plagiarized from other document was detected by these three 

algorithms in 100% of higher rank.  

At present, very sophisticated word processing software available in the market which are 

behaved like not only the word processing but also desktop publishing. The proposed 

algorithm uses these implemented functionalities of word processing software to detect the 

plagiarism. Although the model extracts more than fifty such properties typically all the 

properties are not used by the most of the students. The model tries to use the rarely used 

properties which are common for the document set to discriminate the documents. The used 

selection method is not given optimum separation and hence, the method does not perform the 

significant result like the above BPDM, NVSM and FPDM models.   

However, the proposed concept of the framework has been proved that the one of the major 

technological advancement of word processing can be utilized with the plagiarism detection.  

The Semantic Analyzing Model for plagiarism Detection model in the framework is basically 

proposed to detect illegal paraphrasing which is very difficult to detect in string similarity 

methods like the above algorithms. Although the proposed techniques have not been applied 

in actual plagiarized documents the proposed methods of SSAMPD can be used to detect such 

plagiarism with the proper implementation.  

The implementation used in this research has some drawbacks especially processing time is 

drastically high in the tested documents. Creating the parse tree of each sentence by using the 

Stanford parser is performed very low efficiency and some time it consumed three second for 

one sentence.  The next main drawback is when applying the technique in long sentences and 

long documents the memory consumption of the parse trees is very high. It is also inversely 

affected to the processing time. Searching senses from the WordNet database is also 

considerably influenced to increase the processing time. 

 However, the proposed method covers most of the obfuscations and it accomplishes the idea 

which is very important area of the plagiarism detection in the proposed framework.    

Forming proper methods of detection the plagiarism externally was one of the major 

objectives of the framework and the above discussed algorithms has been used for achieve the 

objectives successfully. Conversely, internal plagiarism detection has been utilized in the 

framework with the authorship verification and unsupervised learning has only been limited 
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to show the perfect methodology. It is proved that the clustering a document on the proposed 

feature set for identifying basic semblance of author(s) can be done by using SOM learning 

algorithm.  

The segmentation of the analyzed document is the basic preprocessing and conventional 

attribute of the intrinsic plagiarism detection. Sentence segmentation has been used by most 

of the previous studies in the literature discussed in chapter 2. Hence, why does word 

segmentation use in these experiments and why does not use segmentation as sentences? 

These two questions should be discussed simply. Most of the used features are depended on 

the number of words. Generally, sentences are not contained same number of words and 

finally, the obtained values give incorrect result and especially, the variations may get high 

among the fracture values. Normalization techniques may not enough to eliminate the higher 

variation and simply word segmentation is the most suitable and successful solution. 

The proposed method of the intrinsic plagiarism detection has other two important areas. 

Former is the SOM parameters and latter is the selected features. Large number of 

experiments has been done for identifying the SOM parameters which can be utilized to 

obtain the optimum clustering performance on the proposed methodology. The input feature 

set was adjusted and normalized on the several factors such as normalized according to the 

unit variance, each segment value is subjected to median center and finally both feature values 

and the segments values are normalized as sum of squares = 1.  The maximum efficient 

parameters of the algorithm such as the grid length training iterations, the topological 

arrangement of the self organizing and cartogram resolution of the grid have been found 

during these numbers of experiments. The maximum grid length should be 25 and 1000 

training iterations with 100 ensemble runs were given significant clustering performance. 64 x 

64 cartogram resolution should also be added for this result. Although such number of 

normalizing techniques were been used on the input feature set several outliers have been 

detected in some experiments.  

Although forty nine features were proposed to cluster the document in several dimensions 

most of them were not selected by the used genetic algorithm. Different numbers of features 

were selected in all experiments. The significance of each feature varies according to the 

style. But some features were not varied and they were 100% used by all discriminations. On 

the other hand zero percent on participations were made by some features which are not 

considered as significant for these experiments. Can those non significant features discard 

from the feature extracting list?  Neither discards such features from the list nor manipulates 
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the feature values differently will not be a good decision.  Because of the importance depends 

on the author‟s writing style. 

All the measures of the proposed MAPDetect framework cover the most important 

characteristics of the plagiarizer. The user who uses the framework has more evidence on 

various paths and hence, can give an assurance as at least one of the model of the framework 

capable to detect the available behaviors of plagiarism especially in higher education and 

universities. Although the coded algorithms are in testing mode the open source community 

can obtain the codes and can improve it as a plagiarism detection system.  

5.3. Future Work 

Since, the Plag% mainly depends on the number of words of the document the word 

difference of the documents should be considered as a parameter when obtaining the result 

from the BPDM, NVSM, and FPDM. This research manually tested this phenomenon and it 

should be embedded with the algorithm and should be automated. 

The weighting function of the ff-idf of DPA algorithm must be improved to obtain the proper 

discrimination is another future work pertaining to the plagiarism detection on formatting 

properties. 

Three information retrieval algorithms and the DPA algorithm have another main 

disadvantage. The original text is broken into necessary chunks by the preprocessor and, 

reproduced vectors of terms or vectors of combination of characters. Lexical arrangement of 

these text files is totally different from the original documents. Returning the process of 

preprocessing to identify the plagiarized text segments has to be done for actual identification 

of the plagiarized segments of the documents. 

The proposed methods of syntactic and semantic analysis with natural language processing 

must be implemented efficiently in order to utilize with the actual documents.    

User is directed to identify the plagiarism is the main task of the framework. However, 

combining the results of all models of the framework and give the final decision is one of the 

future work. The final result should be given according to the importance of type of 

plagiarism. 

The Implementation of the MAPDetect framework in UCSC LMS and minimize the 

plagiarism among the students is one of the objectives of this research. Although the initial 

steps of this objective has been done and further testing of the system and using it as a tool is 

allotted as another future work. 
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Appendix I 

 

Figure 4.1: A representation of calculated term vectors of each word of the first document set. 

 

Figure 4.2: A representation of calculated tfidf of each word of the first document set.  
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581.txt 591.txt 594.txt 595.txt 600.txt 604.txt 607.txt 613.txt 617.txt 627.txt 633.txt 635.txt 640.txt 643.txt 644.txt 649.txt: 

581.txt 700 264 253 246 218 297 271 304 250 196 191 311 221 239 230 156 

591.txt 264 985 313 305 280 361 345 408 345 240 251 386 279 284 285 197 

594.txt 253 313 952 306 293 373 306 353 294 248 239 369 250 306 277 187 

595.txt 246 305 306 804 273 309 298 484 291 237 229 367 239 274 249 177 

600.txt 218 280 293 273 859 331 291 321 283 261 231 381 266 273 254 188 

604.txt 297 361 373 309 331 1165 359 383 378 290 272 466 355 370 310 211 

607.txt 271 345 306 298 291 359 859 387 331 250 242 380 273 312 292 189 

613.txt 304 408 353 484 321 383 387 1182 338 274 288 459 284 355 348 207 

617.txt 250 345 294 291 283 378 331 338 920 267 277 367 302 314 255 185 

627.txt 196 240 248 237 261 290 250 274 267 607 234 299 234 253 207 151 

633.txt 191 251 239 229 231 272 242 288 277 234 578 293 224 262 196 159 

635.txt 311 386 369 367 381 466 380 459 367 299 293 1328 336 384 319 218 

640.txt 221 279 250 239 266 355 273 284 302 234 224 336 696 285 230 174 

643.txt 239 284 306 274 273 370 312 355 314 253 262 384 285 885 257 195 

644.txt 230 285 277 249 254 310 292 348 255 207 196 319 230 257 715 179 

649.txt 156 197 187 177 188 211 189 207 185 151 159 218 174 195 179 543 

Table 4.1 illustrates the 16x16 matrix which shows the highest similarity file according to the number of exact matches on words. 
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OD SD 

No of 

Words in 

OD 

No of 

Words in 

SD 

No of 

Matched 

Word 

 Manual 

Plag% 

10MS 004 10MS 099 628 579 533 84.87 

10MS 007 10MS 004 579 628 450 77.72 

10MS 008 10MS 064 843 855 341 40.45 

10MS 011 10MS 050 893 903 841 94.18 

10MS 013 10MS 020 962 841 822 85.45 

10MS 017 

 

338 

 

0 0.00 

10MS 020 10MS 013 841 962 822 97.74 

10MS 028 10MS 063 879 891 829 94.31 

10MS 041 10MS 064 877 855 538 61.35 

10MS 048 10MS 028 816 879 406 49.75 

10MS 050 10MS 011 903 893 841 93.13 

10MS 052 10MS 056 823 771 473 57.47 

10MS 054 10MS 050 769 903 741 96.36 

10MS 056 10MS 052 771 823 473 61.35 

10MS 057 10MS 200 787 920 674 85.64 

10MS 063 10MS 028 891 879 829 93.04 

10MS 064 10MS 041 855 877 538 62.92 

10MS 068 

 

979 

 

0 0.00 

10MS 074 

 

710 

 

0 0.00 

10MS 075 10MS 028 748 879 239 31.95 

10MS 077 10MS 064 737 855 158 21.44 

10MS 081 10MS 011 908 893 692 76.21 

10MS 087 10MS 096 715 697 293 40.98 

10MS 091 10MS 099 676 579 355 52.51 

10MS 092 10MS 050 754 903 651 86.34 

10MS 094 10MS 096 797 697 102 12.80 

10MS 096 10MS 041 697 877 329 47.20 

10MS 099 10MS 004 579 628 533 92.06 

10MS 118 10MS 020 747 841 39 5.22 

10MS 200 10MS 057 920 787 674 73.26 

Table 4.2: Manual Detection of Plag% of the third experiment 
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OD SD Manual Plag% NVSM Plag% 

10MS 004 10MS 099 84.87 68 

10MS 007 10MS 004 77.72 68 

10MS 008 10MS 064 40.45 25 

10MS 011 10MS 050 94.17 68 

10MS 013 10MS 020 85.45 55 

10MS 017 10MS 011 0 6 

10MS 020 10MS 013 97.74 55 

10MS 028 10MS 063 94.31 35 

10MS 041 10MS 064 61.35 36 

10MS 048 10MS 028 49.75 34 

10MS 050 10MS 054 93.13 69 

10MS 052 10MS 056 57.47 36 

10MS 054 10MS 050 96.36 69 

10MS 056 10MS 091 61.35 38 

10MS 057 10MS 200 85.64 97 

10MS 063 10MS 028 93.04 35 

10MS 064 10MS 041 62.92 36 

10MS 068 10MS 091 0 13 

10MS 074 10MS 020 0 7 

10MS 075 10MS 028 31.95 25 

10MS 077 10MS 064 21.44 11 

10MS 081 10MS 011 76.21 64 

10MS 087 10MS 096 40.98 32 

10MS 091 10MS 099 52.51 31 

10MS 092 10MS 050 86.34 60 

10MS 094 10MS 096 12.79 12 

10MS 096 10MS 041 47.20 30 

10MS 099 10MS 004 92.05 57 

10MS 118 10MS 020 5.22 12 

10MS 200 10MS 057 73.26 97 

Table 4.3: Manual Plag% and NVSM Plag% of the third experiment 

 

 

 

 

 



XIII 
 

 

OD SD Manual Plag% FPDM Plag% 

10MS 004 10MS 099 85 39.82 

10MS 007 10MS 004 78 39.74 

10MS 008 10MS 064 40 16.75 

10MS 011 10MS 081 94 32.84 

10MS 013 10MS 020 85 60.08 

10MS 017 10MS 052 0 13.42 

10MS 020 10MS 013 98 59.82 

10MS 028 10MS 063 94 58.18 

10MS 041 10MS 064 61 44.92 

10MS 048 10MS 028 50 18.45 

10MS 050 10MS 011 93 30.54 

10MS 052 10MS 056 57 26.56 

10MS 054 10MS 050 96 51.9 

10MS 056 10MS 052 61 32.09 

10MS 057 10MS 200 86 93.2 

10MS 063 10MS 028 93 58.71 

10MS 064 10MS 041 63 44.51 

10MS 068 10MS 056 0 3.51 

10MS 074 10MS 028 0 3.01 

10MS 075 10MS 028 32 15.1 

10MS 077 10MS 064 21 13.76 

10MS 081 10MS 011 76 33.79 

10MS 087 10MS 096 41 24.66 

10MS 091 10MS 099 53 14.94 

10MS 092 10MS 050 86 27.99 

10MS 094 10MS 096 13 11.96 

10MS 096 10MS 041 47 26.93 

10MS 099 10MS 004 92 39.75 

10MS 118 10MS 052 5 13.49 

10MS 200 10MS 057 73 92.95 

Table 4.4: Manual Plag% and FMPD Plag% of third experiment 
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Figure 4.3: Number of detections on different granularity and fingerprinting resolutions of the 

first dataset. 

 

Figure 4.4: Number of detections on different granularity and fingerprinting resolutions of the 

second dataset. 
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Figure 4.5:  matrix of the second dataset generated by the DPA 

 

Figure 4.6: Sample of the extracted features from segmented file 
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Figure 4.7: A setup of parameters and running example of AutoSOME tool on same author and 

450 segmentation. 
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Figure 4.8: Clustering result and heat map of the SOM in AutoSOME GUI 
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Figure 4.9: Clustering result and signal plot of the SOM for 150 segmentation in AutoSOME 

GUI 
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Appendix II 

Feature Analysis of “Walden and Conduct” 

Feature 

Section Total 

Frequency 100 150 200 250 300 350 400 450 500 

total number of characters in words (NC)  0       1   1 1   3 

total number of words (NW)                    0 

Average length per word (ALCW)                    0 

Words longer than 6 characters per words 

(WL6)          1 1 1 1   4 

Total number of short words per words (1-3 
characters) (WS3)   1 1 1 1   1     5 

Hapax legomena/N (HL)                   0 

Hapax dislegomena/N (HD) 1 1     1 1   1   5 

Yule’s K measure (YK)   1 1 1 1 1 1 1 1 8 

Simpson’s D measure (SD) 1 1     1 1   1 1 6 

Sichel’s S measure (SS) 1 1   1   1   1   5 

Harden’s V measure (HV) 1 1 1 1 1 1 1 1 1 9 

Brunets W measure (BW)   1   1         1 3 

Honore’s R measure (HR) 1       1 1   1   4 

No of Nouns (NN) 1 1   1 1 1 1 1 1 8 

No of Passive Verbs (NPV) 1 1 1 1   1   1 1 7 

No of Base Verbs (NBV) 1 1   1 1 1 1 1 1 8 

No of Adjectives (NA)                   0 

No of Clauses (NCU) 1 1 1 1 1 1 1 1 1 9 

No of Phrases (NP) 1 1 1 1   1 1 1   7 

No of Domain Adverbs (NDA)   1 1 1     1 1   5 

No of Duration Adverbs (NDUA)   1               1 

No of Focus Adverbs (NFA) 1 1 1 1 1 1 1 1 1 9 

No of Frequency Adverbs (NFRA)       1   1 1 1 1 5 

No of Locating Adverbs (NLA)                   0 

No of Manner Adverbs (NMA) 1 1 1       1 1 1 6 

No of Model Adverbs (NMOA)   1 1       1     3 

No of Promina Adverbs (NPA)     1       1 1   3 

No of Sequence Adverbs (NSA)     1     1 1     3 

No of Syllables (NSY)                   0 

Word per Sentence (WPS) 1 1 1 1       1 1 6 

Syllables per Words (SPW)                   0 

No of Complex Words (More than 3 

Syllables) (NCW)                   0 

No of Articles (NAR) 1 1 1 1 1 1 1 1 1 9 
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No of Prepositions (NPR)                   0 

No of Coordinate Conjunctions (NCC)                   0 

No of Auxiliary Verbs (NAV)   1       1 1 1 1 5 

No of Specific Words (NSW)         1 1 1 1 1 5 

Flesh Index (FI) 1 1 1 1     1 1 1 7 

Kincaid Index (KI) 1 1 1 1     1   1 6 

Fog Index (FOG) 1 1 1 1       1 1 6 

Average Word Frequency Class (AWFC) 1   1         1 1 4 

No of Sentences (NSE) 1   1 1   1   1 1 6 

Number of Commas (,) (NCO)   1   1 1     1   4 

Number of Single Quotes(’)  (NSQ) 1       1         2 

Number of Double Quotes(’) (NDQ)         1   1   1 3 

Number of Colons(:) (NCL) 1     1 1   1 1 1 6 

Number of Semi-Colons(;) (NSC)           1       1 

Number of Question Marks(?) (NQ) 1 1 1 1     1 1 1 7 

Number of Exclamation Marks(!) (NE) 1 1 1 1   1 1 1   7 

Number of etc.  (NETC)                   0 

Total Number of Features used  23 26 21 23 18 21 25 30 23 

 
Table 4.1: Total number of features selected in each segment and the frequency of each feature 

in ―Walden and Conduct‖ 

Feature Analysis of “Walden and Concord” 

Feature 

Section Total 

Frequency 100 150 200 250 300 350 400 450 500 

total number of characters in words (NC)  1 0 1 0 0 1 1 1 1 6 

total number of words (NW)  0 0 0 0 0 0 0 0 0 0 

Average length per word (ALCW)  0 0 0 0 0 0 0 0 0 0 

Words longer than 6 characters per words 

(WL6)  0 0 1 0 0 0 1 0 0 2 

Total number of short words per words (1-3 
characters) (WS3) 1 1 1 1 1 1 1 1 1 9 

Hapax legomena/N (HL) 0 0 0 0 0 1 0 1 0 2 

Hapax dislegomena/N (HD) 1   1 1 1 0 0 0 0 4 

Yule’s K measure (YK) 0 0 0 0 0 1 1 0 1 3 

Simpson’s D measure (SD) 0 0 0 0 0 0 0 0 0 0 

Sichel’s S measure (SS) 1   0 1 0 0 0 0 0 2 

Harden’s V measure (HV) 1 1 0 1 0 1 1 1 1 7 

Brunets W measure (BW) 1 0 1 1 0 1 0 1 1 6 

Honore’s R measure (HR) 1 1 1 1 1 1 1 1 1 9 

No of Nouns (NN) 1 0 1 0 1 1 1 0 0 5 

No of Passive Verbs (NPV) 1 0 0 1 1 1 0 1 1 6 
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No of Base Verbs (NBV) 0 1 1 1 1 0 1 1 1 7 

No of Adjectives (NA) 0 0 0 0 0 0 0 0 0 0 

No of Clauses (NCU) 1 1 1 0 1 1 1 0 1 7 

No of Phrases (NP) 1 1 1 1 1 1 1 1 1 9 

No of Domain Adverbs (NDA) 1 0 1 1 1 1 1 1 1 8 

No of Duration Adverbs (NDUA) 0 1 0 1 1 0 0 0 1 4 

No of Focus Adverbs (NFA) 1 1 1 1 0 1 1 1 1 8 

No of Frequency Adverbs (NFRA) 0 0 0 0 0 0 1 1 0 2 

No of Locating Adverbs (NLA) 0 0 0 0 0 1 0 0 0 1 

No of Manner Adverbs (NMA) 0 0 1 1 1 1 1 1 0 6 

No of Model Adverbs (NMOA) 0 0 1 1 1 1 1 1 1 7 

No of Promina Adverbs (NPA) 0 0 0 0 1 0 1 0 0 2 

No of Sequence Adverbs (NSA) 0 0 0 0 1 0 1 1 0 3 

No of Syllables (NSY) 1 0 1 1 1 1 1 1 1 8 

Word per Sentence (WPS) 1 1 0 1 1 1 1 1 1 8 

Syllables per Words (SPW) 0 0 0 0 0 0 0 0 0 0 

No of Complex Words (More than 3 

Syllables) (NCW) 0 0 0 0 0 0 0 0 0 0 

No of Articles (NAR) 0 1 1 1 1 1 1 1 1 8 

No of Prepositions (NPR) 1 0 0 0 0 1 0 1 0 3 

No of Coordinate Conjunctions (NCC) 0 0 1 1 1 1 0 0 0 4 

No of Auxiliary Verbs (NAV) 1 1 1 1 0 1 1 1 1 8 

No of Specific Words (NSW) 0 0 0 0 0 0 0 0 0 0 

Flesh Index (FI) 0 0 0 0 0 1 1 1 1 4 

Kincaid Index (KI) 1 1 0 1 1 1 1 1   7 

Fog Index (FOG) 1 1 0 1 1 1 1 1 1 8 

Average Word Frequency Class (AWFC) 0 1 0 0 0 1 1 0 0 3 

No of Sentences (NSE) 1 1 1 1 1 1 0 1 1 8 

Number of Commas (,) (NCO) 0 1 0 0 0 0 0 0 0 1 

Number of Single Quotes(’)  (NSQ) 0 0 0 0 1 1 1 1 1 5 

Number of Double Quotes(’) (NDQ) 0 0 1 1 0 1 1 1 0 5 

Number of Colons(:) (NCL) 0 0 1 1 0 0 1 1 0 4 

Number of Semi-Colons(;) (NSC) 0 0 0 1 0 0 0 0 0 1 

Number of Question Marks(?) (NQ) 1 1 1 1 1 1 1 1 0 8 

Number of Exclamation Marks(!) (NE) 1 0 1 1 0 1 1 1 0 6 

Number of etc.  (NETC) 0 0 0 0 0 0 0 0 0 0 

Total Number of Features used  22 17 23 27 23 31 30 29 22 

 
Table 4.2: Total number of features selected in each segment and the frequency of each feature 

in ―Walden and Concord‖ 
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Feature name Walden and Conduct Walden and Concord 

total number of characters in words (NC)  Yes Yes 

total number of words (NW)  No No 

Average length per word (ALCW)  No No 

Words longer than 6 characters per words (WL6)  Yes Yes 

Total number of short words per words (1-3 characters) 

(WS3) Yes Yes 

Hapax legomena/N (HL) No No 

Hapax dislegomena/N (HD) No No 

Yule’s K measure (YK) Yes Yes 

Simpson’s D measure (SD) No No 

Sichel’s S measure (SS) No No 

Harden’s V measure (HV) Yes Yes 

Brunets W measure (BW) No No 

Honore’s R measure (HR) Yes No 

No of Nouns (NN) Yes Yes 

No of Passive Verbs (NPV) No No 

No of Base Verbs (NBV) Yes Yes 

No of Adjectives (NA) No No 

No of Clauses (NCU) Yes Yes 

No of Phrases (NP) Yes Yes 

No of Domain Adverbs (NDA) Yes Yes 

No of Duration Adverbs (NDUA) No No 

No of Focus Adverbs (NFA) Yes Yes 

No of Frequency Adverbs (NFRA) Yes Yes 

No of Locating Adverbs (NLA) No No 

No of Manner Adverbs (NMA) Yes Yes 

No of Model Adverbs (NMOA) Yes Yes 

No of Promina Adverbs (NPA) Yes Yes 

No of Sequence Adverbs (NSA) Yes Yes 

No of Syllables (NSY) Yes No 

Word per Sentence (WPS) Yes No 

Syllables per Words (SPW) No No 

No of Complex Words (More than 3 Syllables) (NCW) No No 

No of Articles (NAR) Yes Yes 

No of Prepositions (NPR) No No 

No of Coordinate Conjunctions (NCC) No No 

No of Auxiliary Verbs (NAV) Yes Yes 

No of Specific Words (NSW) No Yes 

Flesh Index (FI) Yes Yes 

Kincaid Index (KI) Yes Yes 

Fog Index (FOG) Yes No 

Average Word Frequency Class (AWFC) Yes No 

No of Sentences (NSE) No No 

Number of Commas (,) (NCO) No No 

Number of Single Quotes(’)  (NSQ) Yes No 

Number of Double Quotes(’) (NDQ) Yes Yes 

Number of Colons(:) (NCL) Yes Yes 

Number of Semi-Colons(;) (NSC) No No 
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Number of Question Marks(?) (NQ) Yes Yes 

Number of Exclamation Marks(!) (NE) Yes Yes 

Number of etc.  (NETC) No No 

Table 4.3: Selected and not selected features in the most significant segmentation for the 

discrimination 

 

Feature Analysis of “English and Concord” 

Feature 

Section Total 

Frequency 100 150 200 250 300 350 400 450 500 

total number of characters in words (NC)  1 1 1 1 1 1 1     7 

total number of words (NW)                    0 

Average length per word (ALCW)                    0 

Words longer than 6 characters per words 

(WL6)  1 1     1 1 1 1 1 7 

Total number of short words per words (1-3 

characters) (WS3) 1 1 1 1 1 1 1 1 1 9 

Hapax legomena/N (HL)           1       1 

Hapax dislegomena/N (HD)           1 1   1 3 

Yule’s K measure (YK)       1 1 1 1 1 1 6 

Simpson’s D measure (SD) 1 1   1   1 1     5 

Sichel’s S measure (SS)                 1 1 

Harden’s V measure (HV) 1 1 1   1 1   1   6 

Brunets W measure (BW) 1 1 1   1 1   1   6 

Honore’s R measure (HR) 1         1       2 

No of Nouns (NN)         1 1 1 1 1 5 

No of Passive Verbs (NPV)       1 1 1 1 1   5 

No of Base Verbs (NBV) 1   1     1   1   4 

No of Adjectives (NA)                   0 

No of Clauses (NCU)     1 1     1 1   4 

No of Phrases (NP)         1   1     2 

No of Domain Adverbs (NDA)       1           1 

No of Duration Adverbs (NDUA)               1   1 

No of Focus Adverbs (NFA)   1         1 1   3 

No of Frequency Adverbs (NFRA)           1 1 1   3 

No of Locating Adverbs (NLA)                   0 

No of Manner Adverbs (NMA)                   0 

No of Model Adverbs (NMOA)                   0 

No of Promina Adverbs (NPA)     1     1 1 1   4 

No of Sequence Adverbs (NSA) 1       1 1   1   4 
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No of Syllables (NSY) 1 1 1 1 1 1 1 1   8 

Word per Sentence (WPS) 1 1 1 1 1 1 1 1 1 9 

Syllables per Words (SPW)                   0 

No of Complex Words (More than 3 

Syllables) (NCW)                   0 

No of Articles (NAR)   1 1 1 1 1 1 1 1 8 

No of Prepositions (NPR) 1 1 1   1 1   1 1 7 

No of Coordinate Conjunctions (NCC)     1 1       1   3 

No of Auxiliary Verbs (NAV) 1 1 1 1   1 1 1   7 

No of Specific Words (NSW)         1 1 1     3 

Flesh Index (FI) 1 1 1 1 1 1 1   1 8 

Kincaid Index (KI) 1 1 1 1 1 1 1 1 1 9 

Fog Index (FOG) 1 1 1 1 1 1   1 1 8 

Average Word Frequency Class (AWFC) 1 1 1 1 1 1 1 1 1 9 

No of Sentences (NSE) 1 1 1 1 1 1 1 1 1 9 

Number of Commas (,) (NCO)         1 1 1 1   4 

Number of Single Quotes(’)  (NSQ)   1               1 

Number of Double Quotes(’) (NDQ)   1 1 1 1   1   1 6 

Number of Colons(:) (NCL)         1 1 1 1 1 5 

Number of Semi-Colons(;) (NSC) 1 1     1 1 1 1 1 7 

Number of Question Marks(?) (NQ)                   0 

Number of Exclamation Marks(!) (NE)           1 1 1 1 4 

Number of etc.  (NETC)                   0 

Total Number of Features used  19 20 19 18 24 31 27 28 18 

 
Table 4.4: Total number of features selected in each segment and the frequency of each feature in 

―English and Concord‖ 

 

Feature Analysis of “English and Conduct” 

Feature 

Section Total 

Frequency 100 150 200 250 300 350 400 450 500 

total number of characters in words (NC)          1         1 

total number of words (NW)                    0 

Average length per word (ALCW)    1               1 

Words longer than 6 characters per words 

(WL6)  1       1 1 1 1 1 6 

Total number of short words per words (1-3 

characters) (WS3)               1   1 

Hapax legomena/N (HL) 1         1   1 1 4 

Hapax dislegomena/N (HD)       1   1 1 1   4 
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Yule’s K measure (YK) 1 1 1 1 1 1 1 1 1 9 

Simpson’s D measure (SD) 1   1   1   1 1 1 6 

Sichel’s S measure (SS) 1     1   1       3 

Harden’s V measure (HV) 1 1 1 1 1 1 1 1 1 9 

Brunets W measure (BW)         1 1     1 3 

Honore’s R measure (HR)   1       1     1 3 

No of Nouns (NN) 1 1 1 1 1   1 1   7 

No of Passive Verbs (NPV) 1 1   1 1 1 1 1 1 8 

No of Base Verbs (NBV)   1       1     1 3 

No of Adjectives (NA)                   0 

No of Clauses (NCU)   1   1 1   1     4 

No of Phrases (NP) 1 1 1 1 1 1 1 1 1 9 

No of Domain Adverbs (NDA)                   0 

No of Duration Adverbs (NDUA)       1   1       2 

No of Focus Adverbs (NFA)   1   1   1 1 1   5 

No of Frequency Adverbs (NFRA)     1   1   1 1 1 5 

No of Locating Adverbs (NLA)                   0 

No of Manner Adverbs (NMA) 1                 1 

No of Model Adverbs (NMOA)             1   1 2 

No of Promina Adverbs (NPA)             1 1 1 3 

No of Sequence Adverbs (NSA)           1 1 1 1 4 

No of Syllables (NSY)       1 1 1 1 1   5 

Word per Sentence (WPS)             1     1 

Syllables per Words (SPW)                   0 

No of Complex Words (More than 3 

Syllables) (NCW)                   0 

No of Articles (NAR) 1 1 1 1 1 1 1 1 1 9 

No of Prepositions (NPR)     1 1           2 

No of Coordinate Conjunctions (NCC) 1           1 1   3 

No of Auxiliary Verbs (NAV)   1 1 1 1 1 1 1   7 

No of Specific Words (NSW)     1     1     1 3 

Flesh Index (FI)                   0 

Kincaid Index (KI)             1     1 

Fog Index (FOG)             1     1 

Average Word Frequency Class (AWFC)   1 1 1 1     1 1 6 

No of Sentences (NSE)       1 1 1 1 1   5 

Number of Commas (,) (NCO) 1 1 1 1 1 1 1 1 1 9 

Number of Single Quotes(’)  (NSQ) 1         1       2 

Number of Double Quotes(’) (NDQ)   1   1   1 1 1 1 6 

Number of Colons(:) (NCL) 1 1     1   1   1 5 

Number of Semi-Colons(;) (NSC)       1 1   1 1 1 5 

Number of Question Marks(?) (NQ) 1 1     1 1       4 
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Number of Exclamation Marks(!) (NE)           1 1 1   3 

Number of etc.  (NETC)             1     1 

Total Number of Features used  16 17 12 19 20 24 28 24 21 

 
Table 4.5: Total number of features selected in each segment and the frequency of each feature 

in ―English and Concord‖ 

 

Feature name 
Walden and 

Conduct 

Walden and Concord 

total number of characters in words (NC)  No Yes 

total number of words (NW)  No No 

Average length per word (ALCW)  No No 

Words longer than 6 characters per words 

(WL6)  Yes Yes 

Total number of short words per words (1-3 

characters) (WS3) No Yes 

Hapax legomena/N (HL) No No 

Hapax dislegomena/N (HD) Yes Yes 

Yule’s K measure (YK) Yes Yes 

Simpson’s D measure (SD) Yes Yes 

Sichel’s S measure (SS) No No 

Harden’s V measure (HV) Yes No 

Brunets W measure (BW) No No 

Honore’s R measure (HR) No No 

No of Nouns (NN) Yes Yes 

No of Passive Verbs (NPV) Yes Yes 

No of Base Verbs (NBV) No No 

No of Adjectives (NA) No No 

No of Clauses (NCU) Yes Yes 

No of Phrases (NP) Yes Yes 

No of Domain Adverbs (NDA) No No 

No of Duration Adverbs (NDUA) No No 

No of Focus Adverbs (NFA) Yes Yes 

No of Frequency Adverbs (NFRA) Yes Yes 

No of Locating Adverbs (NLA) No No 

No of Manner Adverbs (NMA) No No 

No of Model Adverbs (NMOA) Yes No 

No of Promina Adverbs (NPA) Yes Yes 

No of Sequence Adverbs (NSA) Yes No 

No of Syllables (NSY) Yes Yes 

Word per Sentence (WPS) Yes Yes 

Syllables per Words (SPW) No No 

No of Complex Words (More than 3 No No 
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Syllables) (NCW) 

No of Articles (NAR) Yes Yes 

No of Prepositions (NPR) No No 

No of Coordinate Conjunctions (NCC) Yes No 

No of Auxiliary Verbs (NAV) Yes Yes 

No of Specific Words (NSW) No Yes 

Flesh Index (FI) No Yes 

Kincaid Index (KI) Yes Yes 

Fog Index (FOG) Yes No 

Average Word Frequency Class (AWFC) No Yes 

No of Sentences (NSE) Yes Yes 

Number of Commas (,) (NCO) Yes Yes 

Number of Single Quotes(’)  (NSQ) No No 

Number of Double Quotes(’) (NDQ) Yes Yes 

Number of Colons(:) (NCL) Yes Yes 

Number of Semi-Colons(;) (NSC) Yes Yes 

Number of Question Marks(?) (NQ) No No 

Number of Exclamation Marks(!) (NE) Yes Yes 

Number of etc.  (NETC) Yes No 

Table 4.6: Selected and not selected features in most significant segmentation for the 

discrimination in the second experiment 

 

Analysis of frequency of each feature selection of four experiments 

Feature name Frequency Percentage 

Simple Ratios   

total number of characters in words (NC)  3 75% 

total number of words (NW)  0 0% 

No of Sentences (NSE) 2 50% 

Word per Sentence (WPS) 3 75% 

Average length per word (ALCW)  0 0% 

 
  

Word Based Features   

Words longer than 6 characters per words (WL6)  4 100% 

Total number of short words per words (1-3 characters) (WS3) 3 75% 

No of Syllables (NSY) 3 75% 

Syllables per Words (SPW) 0 0% 

No of Complex Words (More than 3 Syllables) (NCW) 0 0% 

No of Specific Words (NSW) 2 50% 

 
  

Vocabulary Richness Measures   

Hapax legomena/N (HL) 0 0% 

Hapax dislegomena/N (HD) 2 50% 

Yule’s K measure (YK) 4 100% 

Simpson’s D measure (SD) 2 50% 
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Sichel’s S measure (SS) 0 0% 

Harden’s V measure (HV) 3 75% 

Brunets W measure (BW) 0 0% 

Honore’s R measure (HR) 1 25% 

Average Word Frequency Class (AWFC) 2 50% 

 
  

Syntactic and POS Features   

No of Nouns (NN) 4 100% 

No of Passive Verbs (NPV) 2 50% 

No of Base Verbs (NBV) 2 50% 

No of Adjectives (NA) 0 0% 

No of Clauses (NCU) 4 100% 

No of Phrases (NP) 4 100% 

No of Articles (NAR) 4 100% 

No of Prepositions (NPR) 0 0% 

No of Coordinate Conjunctions (NCC) 1 25% 

No of Auxiliary Verbs (NAV) 4 100% 

 
  

Adverbial Features   

No of Domain Adverbs (NDA) 2 50% 

No of Duration Adverbs (NDUA) 0 0% 

No of Focus Adverbs (NFA) 4 100% 

No of Frequency Adverbs (NFRA) 4 100% 

No of Locating Adverbs (NLA) 0 0% 

No of Manner Adverbs (NMA) 2 50% 

No of Model Adverbs (NMOA) 3 75% 

No of Promina Adverbs (NPA) 4 100% 

No of Sequence Adverbs (NSA) 3 75% 

 
  

Readability Measures   

Flesh Index (FI) 3 75% 

Kincaid Index (KI) 4 100% 

Fog Index (FOG) 2 50% 

 
  

Punctuation Features   

Number of Commas (,) (NCO) 2 50% 

Number of Single Quotes(’)  (NSQ) 1 25% 

Number of Double Quotes(’) (NDQ) 4 100% 

Number of Colons(:) (NCL) 4 100% 

Number of Semi-Colons(;) (NSC) 2 50% 

Number of Question Marks(?) (NQ) 2 50% 

Number of Exclamation Marks(!) (NE) 4 100% 

Number of etc.  (NETC) 1 25% 

Table 4.7: Percentages of the usage of each feature in each category 
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 Feature Category Total Number of 

features 

Total number of selected 

features 

Percentage 

Simple Ratios 5 3 60 

Word Based Features 6 4 67 

Vocabulary Richness 

Measures 

9 5 56 

Syntactic and POS Features 10 7 70 

Adverbial Features 9 7 78 

Readability Measures 3 3 100 

Punctuation Measures 8 6 75 

Table 4.8: Usage of features in each category 

 


