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Abstract

This paper investigates the use of influence from for-
eign stock markets (intermarket influence) to predict
the trading signals, buy, hold and sell, of the of a given
stock market. Australian All Ordinary Index was se-
lected as the stock market whose trading signals to
be predicted. Influence is taken into account as a set
of input variables for prediction. Two types of in-
put variables were considered: quantified (weighted)
input variables and their un-quantified counterparts.
Two criteria was applied to determine the trading sig-
nals: one is based on the relative returns while the
other uses the conditional probability that a given
relative return is greater than or equals zero. The
prediction of trading signals was done by Feedfor-
ward neural networks, Probabilistic neural networks
and so called probabilistic approach which was pro-
posed in past studies. Results suggested that using
quantified intermarket influence as input variables to
predict trading signals, is more effective than using
their un-quantified counterparts.

Keywords: Forecasting, Stock market, Intermarket
Influence, Neural networks, Optimization

1 Introduction

Profitability of stock market trading is directly re-
lated to the prediction of trading signals. The ma-
jority of the past studies (Chenoweth et al., 1996;
Fernando et al., 2000; Vanstone, 2006; Wood & Das-
gupta, 1996; Yao et al., 1999) focused on classifi-
cation of future values into two categories (up or
down) which are considered to be buy and sell sig-
nals. Timely decisions must be made which result in
buy signals when the market is low and sell signals
when the market is high (Chapman, 1994). However,
it is worth holding shares if there is no significant rise
or drop in the price index. Therefore, from the prac-
tical point of view, it is important to consider the
‘hold’ category.

The literature (Bhattacharyya & Banerjee, 2004;
Eun & Shim, 1989; Taylor & Tonks, 1989; Wu & Su,
1998; Yang et al., 2003) confirms that the world’s ma-
jor stock markets are integrated. Also some stud-
ies (Becker et al., 1990; Eun & Shim, 1989; Wu & Su,
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1998) provide evidence that US stock markets have
strong influence on the other major global markets.
These studies confirm the existence of intermarket in-
fluence1 among the global stock markets. Hence, one
stock market can be considered as a part of a single
global system (Tilakaratne et al., 2006). The influ-
ence from one stock market on a dependent market
may include the influence from one or more stock mar-
kets on the former. This matter indicates that the
intermarket influence (from a set on influential mar-
kets on a dependent market) needs to be quantified
in order to use them effectively in applications such
as prediction.

Although, some evidence found in the literature
(Olson & Mossaman, 2001; Pan et al., 2005) for the
possibility of improving the prediction accuracy by in-
corporating intermarket influence, none of these stud-
ies either aimed at predicting trading signals or in-
corporated quantified intermarket influence for pre-
dictions.

The aim of this paper is to investigate the effec-
tiveness of applying quantified intermarket influence
for predicting trading signals, buy, hold and sell, of
stock markets. We chose the Australian All Ordinary
Index (AORD) as the stock market to be studied.
Following Yao & Tan (2000) this study also assumed
the major blue chips in the stock basket are bought or
sold, and the aggregate price of the major blue chips
is the same as the index.

The remainder of this paper is presented as follows:
The next section discusses the related work. The
third section explains the technique used for quan-
tifying intermarket influence on the AORD together
with the corresponding optimization problem. This
section also presents the quantified intermarket in-
fluence on the AORD. The forth section defines the
trading signals. The fifth section discusses the tech-
niques (algorithms) applied for predicting trading sig-
nals and how these algorithms were trained. The in-
put features used for these algorithms are also dis-
cussed in this section. The sixth section described
how the prediction results were evaluated. The next
section presents the results together with interpreta-
tions. Final section concludes the paper.

2 Related Work

In the last few decades, there has been a growing
number of studies attempting to predict the trading

1Intermarket Influence Analysis is defined as the study of rela-
tionships between the current price (or a derivative of price) of a
dependent market with lagged price (or a derivative thereof) of one
or more influential markets (Tilakaratne, 2006; Tilakaratne et al.,
2006)
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signals of financial market indices. Many past studies
(for example, Chenoweth et al. (1996); Fernando et al.
(2000); Vanstone (2006); Wood & Dasgupta (1996);
Yao et al. (1999)) considered only two trading sig-
nals: buy and sell. Although not very common, some
studies (for example, Chen et al. (2003); Chenoweth
et al. (1996); Kohara et al. (1997); Kuo (1998); Leung
et al. (2000); Mizuno et al. (1998)) considered a third
signal:hold.

Feedforward neural networks (FNNs) and Proba-
bilistic neural networks (PNNs) seem to be the most
commonly used techniques in the literature (Chen
et al., 2003; Fernando et al., 2000; Kohara et al., 1997;
Leung et al., 2000; Mizuno et al., 1998; Wood & Das-
gupta, 1996; Yao et al., 1999) to forecast the trad-
ing signals. Some studies (Chen et al., 2003; Leung
et al., 2000) showed that the PNNs outperform alter-
native linear as well as non-linear models in terms of
profitability. The literature (Kohara et al., 1997; Yao
et al., 1999) reveals that the FNNs outperform the
alternative linear models. Furthermore, Leung et al.
(2000) found that the PNNs outperformed the FNNs
in terms of profitability and predictability.

A PNN directly outputs the trading signals while
a FNN outputs the value of the stock market index
of interest or its derivative such as relative return.
The predicted value is classified as a trading signal
according to a certain criterion.

Different studies used different criteria for defin-
ing trading signals. Fernando et al. (2000); Kohara
et al. (1997); Leung et al. (2000); Mizuno et al. (1998);
Vanstone (2006) and Yao et al. (1999) determined the
trading signals based on the value of index level or
relative return. Chen et al. (2003) and Leung et al.
(2000) used a criterion based on the probability to de-
fine the trading signals. Studies (such as, Fernando
et al. (2000); Vanstone (2006); Yao et al. (1999)),
which concern only two signals (buy and sell), con-
sidered only one threshold. On the other hand, the
studies (for instance Kohara et al. (1997); Kuo (1998);
Mizuno et al. (1998)), which considered three trad-
ing signals used two threshold criteria. Unlike others,
Chen et al. (2003) applied a single threshold criterion
as well as a two threshold criterion to determine the
trading signals.

Vanstone (2006) suggested that the fundamental
variables may be suitable as the input features, if the
intention is to do long term forecasts. On the other
hand, if the intention is to do short term predictions,
technical variables may be more suitable.

Some studies, for example, (Chen et al., 2003; Ko-
hara et al., 1997; Kuo, 1998; Leung et al., 2000; Van-
stone, 2006), relied on both fundamental and techni-
cal variables for forecasting. Many published research
(for instance, Chen et al. (2003); Chenoweth et al.
(1996); Fernando et al. (2000); Kohara et al. (1997);
Kuo (1998); Leung et al. (2000); Mizuno et al. (1998))
used technical indicators to predict trading signals.
Some of these studies (Chenoweth et al., 1996; Fer-
nando et al., 2000; Mizuno et al., 1998) relied only on
technical indicators. The use of lagged price or deriv-
atives of the price of the stock market whose trading
signals to be predicted seems to be a common feature
in many fast studies (Chen et al., 2003; Chenoweth
et al., 1996; Fernando et al., 2000; Kohara et al., 1997;
Leung et al., 2000; Mizuno et al., 1998).

Nowadays, experts argue that stock markets are
influenced by many interrelated factors including the
effects of economic, political and even psychological
factors. These factors interact with each other in a
complex fashion, and it is therefore, very difficult to
find an exact set of factors which determine the be-
haviour of stock markets (Tilakaratne, 2004). The
effect of these factors may reflect on the price index
on global markets. Hence, it may be able to capture

the combine effect of these factors by using lagged
price index to predict future price index of the same
markets as well as the other global market.

It is noteworthy that the use of lagged prices or
the derivatives of the prices of foreign stock markets
to predict the trading signals of a selected market is
very rare. The use of such information to predict
trading signals may improve the predictability and
profitability of the prediction.

3 Quantification of Intermarket Influences

This study selected the AORD as the stock market
index whose trading signals to be predicted. In order
to investigate the effectiveness of applying quantified
intermarket influence for predicting trading signals of
the AORD, the intermarket influence on the AORD
needs to be quantified. This study adopts the quan-
tification technique developed by Tilakaratne et al.
(2007).

This technique quantifies the intermarket influ-
ences on a dependent market by finding the coeffi-
cients, ξi, i=1, 2, . . . (see Section 3.1), which max-
imise the median rank correlation between the rel-
ative return of the Close price of day t of the de-
pendent market and the sum of ξi multiplied by the
lagged relative returns of the Close prices of a combi-
nation of influential markets over a number of small
non-overlapping windows of a fixed size. ξi measures
the contribution from the ith influential market to
the combined influence which equals to the optimal
correlation.

There is a possibility that the maximum value
leads to a conclusion about a relationship which does
not exist in reality. In contrast, the median is more
conservative in this respect. Therefore, instead of se-
lecting the maximum of the optimal rank correlation,
the median was considered.

Spearmans Rank Correlation coefficient was used
as the rank correlation measure. For two variables X
and Y , Spearmans Rank Correlation Coefficient, rs,
can be defined as:

rs =
n(n2 − 1)− 6

∑
d2

i − (Tx + Ty)/2√
(n(n2 − 1)− Tx)(n(n2 − 1)− Ty)

(1)

where n is the total number of bivariate observations
of x and y, di is the difference between rank of x and
rank of y in the ith observation, Tx and Ty are the
number of tied observations of X and Y , respectively.

Since, influential patterns between markets may
vary with time (Tilakaratne, 2006), the whole study
period was divided into a number of moving win-
dows of a fixed length. The correlation structure be-
tween stock markets also changes with time (Wu &
Su, 1998). Therefore, each moving window was fur-
ther divided into a number of small windows of length
22 days. 22 days of a stock market time series rep-
resent a trading month. Spearman’s rank correlation
coefficients (see (1)) were calculated for these smaller
windows within each moving window.

The absolute value of the correlation coefficient
was considered when finding the median optimal cor-
relation. This is appropriate as the main concern is
the strength rather than the direction of the corre-
lation (that is either positively or negatively corre-
lated).

The objective function to be maximised (Sec-
tion 3.1 described below) is defined by Spearmans
correlation coefficient. Spearman’s correlation coef-
ficient is a piece-wise constant function as it depends
on the rank of the elements of the vectors used for
the calculation. Solving this type of optimization
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problems is extremely difficult. The majority of algo-
rithms need smoothness or at least semi-smoothness
of the objective functions to be minimised. Only a
few algorithms, that can be used to solve optimiza-
tion problems with discontinuous objective functions,
are available .

In this study, the global optimization algorithm
developed by Mammadov (2004) and Mammadov
et al. (2005) was used. This algorithm uses a line
search mechanism where the descent direction is ob-
tained via a dynamical system approach. The per-
formance of this algorithm has been demonstrated in
solving different optimization problems with discon-
tinuous objective functions (for example Koubor et al.
(2006)).

3.1 Optimization Problem

Let Y (t) be the relative return of the Close price of a
selected dependent market at time t and Xj(t) be the
relative return of the Close price of the jth influential
market at time t . Define Xξ(t− i) as:

Xξ(t− i) =
∑

j

ξjXj(t− i) (2)

where the coefficient ξj ≥ 0 , j = 1, 2, ...,m , measures
the strength of influence from each influential market
Xj . We named these coefficients quantification coef-
ficients. m is the total number of influential markets
and i represents the time lag.

The aim is to find the optimal values of the quan-
tification coefficients, ξ = (ξ1, ..., ξm), which max-
imise the rank correlation Y (t) and Xξ(t − i) for a
given window and time lag i . In the calculations,
i = 0, 1, 2, 3, 4, which represent influence within a
week, were considered. i = 0 gives the same day
correlation between the Close price of the depen-
dent market and a selected combination of the Closes
prices of influential markets. i = 1 gives the correla-
tion between the Close price of day t of the depen-
dent market and the Close prices of day (t − 1) of a
combination of influential markets and this correla-
tion is referred as the previous day’s combined influ-
ence from the influential markets on the dependent
markets. Other time lags can be defined in a similar
manner.

The correlation can be calculated for a window of
a given size. This window can be defined as;

T (t0, l) = {t0, t0 + 1, ..., t0 + (l − 1)} (3)

where t0 is the starting date of the window and l is
its size (in days).

The correlation between the variables Y (t), Xξ(t−
i), t ∈ T (t0, l), defined on the window T (t0, l), will be
denoted as;

Corr(Y (t), Xξ(t− i) ‖ T (t0, l)) (4)

For a period of several years, the optimal corre-
lation changes according to the starting point of the
window. To define optimal weights for a long pe-
riod, the following method is applied. Let [1, T ] =
1, 2, ..., T be a given period (for instance a large win-
dow). This period is divided into n windows of size l.
This study set l=22 days.

T (tk, l), k = 1, 2, 3, ..., n (5)

so that,

T (tk, l) ∩ T (tk′ , l) = φ for ∀ k 6= k′ (6)

n⋃
k=1

T (tk, l) = [1, T ] (7)

For given i, the correlation coefficient on a window
T (tk, l) is denoted as;

Ci
k(ξ) = Corr(Y (t), Xξ(t− i) ‖ T (tk, l)), k = 1, ..., n.

(8)
To define an objective function over the period

[1, T ], the median of the vector, (Ci
1(ξ), ..., C

i
n(ξ))

is used. Now, the main optimization problem can be
defined as:

Maximise f(ξ) = Median (C1(ξ), ..., Cn(ξ)); (9)

s.t.
∑

j

ξj = 1, ξj ≥ 0 j = 1, 2, ...,m. (10)

The solution to (9) (10) is a vector, ξ = (ξ1, ..., ξm),
where ξj , j = 1, 2, ...,m , denotes the strength of the
influence from the jth influential market.

In this paper, the quantity, ξjXj is called the quan-
tified relative return corresponding the jth influential
market.

3.2 Quantification of Intermarket Influence
on the AORD

Tilakaratne et al. (2006) revealed that the Close
prices of the US S&P 500 Index (GSPC), the UK
FTSE 100 Index (FTSE), French CAC 40 Index
(FCHI), German DAX Index (GDAXI) as well as
that of the AORD itself showed an impact on the
direction of the next day’s Close price of the AORD.
Therefore, this study quantified the intermarket in-
fluence from the following two combinations of stock
market indices: (i) the GSPC, FTSE, FCHI and the
GDAXI; and, (ii) the GSPC, FTSE, FCHI, GDAXI
and the AORD. Also Tilakaratne et al. (2007) found
that only the Close prices of day (t− 1) of these mar-
ket significantly 2 influence the Close price of day t of
the AORD. Hence it is sufficient to consider i=1 in
(2). In other words, the relative returns of the Close
prices of day (t − 1) of the above mentioned market
combinations were considered for the quantification.

For this study, we consider the time series data
corresponding to the relative returns of Close prices
of the above mentioned five markets, from 2nd July
1997 to 30th December 2005. Since different stock
markets are closed on different holidays, the regular
time series data sets considered have missing values.
If no trading took place on a particular day, the rate of
change of price should be zero. Therefore, the missing
values of the Close price were replaced by the corre-
sponding Close price of the last trading day.

Relative Returns RR of the daily Close price of
the stock market indices were used for the analysis.

RR(t) =
P (t)− P (t− 1)

P (t− 1)
(11)

where RR(t) and P (t) are the relative return and the
Close price of a selected index on day t, respectively.
Returns are preferred to price, since returns for dif-
ferent stocks are comparable on equal basis.

It is worth noting that the opening and closing
times for many of the various markets do not coin-
cide. For example, the Australian, Asian, French and
German markets have all closed by the time the US
markets open.

2Optimal median rank correlation is significant at the 5% level
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The whole study period was divided into six mov-
ing windows of three trading years (for stock market
time series, 256 days is considered as a trading year).
Each time the window was shifted forward by one
trading year in order to get the starting point of the
next window. For each window, the quantification
coefficients, which maximise the median Spearman’s
rank correlation between the relative return of the
Close price of day t of the AORD and the sum of the
quantification coefficient multiplied by the relative re-
turns of the Close prices day (t − 1) of the potential
influential markets, were derived.

Table 1 and 2 presents the quantification coeffi-
cient associated with each market for each window
with the corresponding combined influence (optimal
median Spearman’s correlation) for market combina-
tions (1) and (2), respectively.

Table 1: Optimal values of quantification coefficients
(ξ) and the optimal median Spearman’s correlations
corresponding to market combination (1) for different
moving windows

Mov. Opt.

win. Optimal values of ξ median

no. Spear.
gspc ftse fchi gdaxi corr.

1 0.57 0.29 0.12 0.02 0.578

2 0.61 0.18 0.08 0.13 0.548

3 0.77 0.09 0.13 0.01 0.568

4 0.79 0.06 0.15 0.00 0.579

5 0.56 0.17 0.03 0.24 0.590

6 0.66 0.06 0.08 0.20 0.5359

Table 2: Optimal values of quantification coefficients
(ξ) and the optimal median Spearman’s correlations
corresponding to market combination (2) for different
moving windows

Mov. Opt.

win. Optimal values of ξ median
no. Spear.

gspc ftse fchi gdaxi aord corr.

1 0.56 0.29 0.10 0.03 0.02 0.580

2 0.58 0.11 0.12 0.17 0.02 0.550

3 0.74 0.00 0.17 0.02 0.07 0.570

4 0.79 0.07 0.14 0.00 0.00 0.580

5 0.56 0.17 0.04 0.23 0.00 0.590

6 0.66 0.04 0.09 0.20 0.01 0.537

Optimal median correlations are significant at 5%
level irrespective of the window number and the mar-
ket combination (Table 1 to 2). The GSPC seems to
be the most influential market on the AORD.

The quantification coefficients (ξ) presented in the
above two tables (Table 1 to 2) were used when pre-
dicting the trading signals of the AORD (Section 5.1).

4 Defining Trading Signals

Most of the past studies (Fernando et al., 2000;
Vanstone, 2006; Wood & Dasgupta, 1996; Yao et al.,
1999) classified the future values into buy or sell
signals based on the direction of the trend (upward or
downward) of the future values. The studies (Chen
et al., 2003; Chenoweth et al., 1996; Kohara et al.,
1997; Kuo, 1998; Leung et al., 2000; Mizuno et al.,
1998) aimed at predicting three trading signals (buy,

hold and sell) applied two threshold criteria. Since,
this study also consider three signals, the following
criterion, which uses two thresholds, was introduced
to determine the trading signals.

Criterion A

buy if Y (t) ≥ lu
hold if ll < Y (t) < lu
sell if Y (t) ≤ ll

where Y (t) is the relative return of the Close price of
day t of the AORD while lu and ll are two thresholds.

The values of lu and ll depend on the traders’
choice. There is no standard criterion found in the
literature how to decide the values of lu and ll and the-
ses values may vary from one stock index to another.
A traders may decide the values for these threshold
according to his/her knowledge and experience.

We tested a range of values for lu and ll. The
selection of suitable pair of values was done on basis
of the profitability. Detailed description is found in
Section 5.2.

The other way to identify the trading signals is
to consider the probability of the predicted return is
in upward (or downward) trend (Chen et al., 2003;
Leung et al., 2000). Chen et al. (2003) considered
the corresponding trading signal is a buy signal if
this probability is above 0.7 and a sell signal if its
value is below 0.5. Otherwise, the corresponding
trading signal was considered as a hold signal.
However, these limits associate with the probability
of the predicted return is in upward trend may vary
according to the stock index. Following Leung et al.
(2000), this study also employed a criterion based
on probability (Criterion B) to identify the trading
signals.

Criterion B

buy if P ≥ p2
hold if p1 < P < p2
sell if P ≤ p1

where P is the conditional probability that a given rel-
ative return of the Close price of day t of the AORD ≥
0. The choice of p1 and p2 is based on the profitability
of trading and described in Section 5.4.1.

5 Predicting Trading Signals of the AORD

Since stock market time series are non-linear sys-
tems, the linear classification techniques (such as,
linear regression, vector autoregressive models, lin-
ear discriminant analysis and ARIMA models) are
not suitable for our prediction purpose. The liter-
ature (Section 2) shows that the non-linear classi-
fication techniques such as FNN, PNN and proba-
bilistic approached (Section 5.4) proposed by Leung
et al. (2000) performed well in predicting the trad-
ing signals of stock market movements. Therefore,
this study also adopted these three techniques (algo-
rithms) to predict the trading signals of the AORD.

5.1 Data Set Generation for Prediction Ex-
periments

Two types of inputs sets were used as input features
to the prediction algorithms (FNN, PNN and prob-
abilistic approach); one set consists of the quantified
relative returns while the other set contains the un-
quantified relative returns. The aim was to examine
the effectiveness of applying quantified intermarket
influence for the prediction of interest.

As previously mentioned in Section 3.2, the Close
price on day t of the AORD is affected by those prices
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on day (t−1) of the GSPC, FTSE, FCHI, GDAXI as
well as the AORD itself, th two combinations (men-
tioned in Section 3.2) of stock markets were consid-
ered when forming the input sets. Therefore, the in-
put sets used for algorithms are:

1. Four input features of the relative returns of the
Close prices on day (t− 1) of the market combi-
nation (1)
- (GSPC(t − 1), FTSE(t − 1), FCHI(t − 1),
GDAXI(t− 1)); denoted as GFFG;

2. Four input features of the quantified relative re-
turns of the Close prices on day (t − 1) of the
market combination (1)
- (ξ1GSPC(t− 1), ξ2FTSE(t− 1), ξ3FCHI(t− 1),
ξ4GDAXI(t− 1)); denoted as GFFG-q;

3. Five input features of the relative returns of the
Close prices of on day (t− 1) the market combi-
nation (2)
- (GSPC(t − 1), FTSE(t − 1), FCHI(t − 1),
GDAXI(t − 1), AORD(t − 1)); denoted as GF-
FGA;

4. Five input features of the quantified relative re-
turns of the Close prices on day (t − 1) of the
market combination (2)
- (ξA

1 GSPC(t−1), ξA
2 FTSE(t−1), ξA

3 FCHI(t−1),
ξA
4 GDAXI(t − 1), ξ5AORD(t − 1)); denoted as

GFFGA-q;

(ξ1, ξ2, ξ3, ξ4) and (ξA
1 , ξA

2 , ξA
3 , ξA

4 , ξA
5 ) are the solu-

tions to (9) (10) (in Section 3.1) corresponding to
the two market combinations: the GSPC, FTSE,
FCHI and the GDAXI, and the GSPC, FTSE, FCHI,
GDAXI and the AORD, respectively. We note that
it may be ξi 6= ξA

i , for i=1, 2, 3, 4.
As mentioned previously in Section 3, the influ-

ential patterns between markets may vary with time.
Hence, to capture these varying patterns, the algo-
rithms were trained for several moving windows. The
same six moving windows employed for quantified in-
termarket influence on the AORD (Section 3.2), was
used for training the algorithms. Hence, the respec-
tive optimal values of quantification coefficient pre-
sented in Table 1 to 2 can be used as the correspond-
ing values of ξi, i=1, 2, 3, 4 and ξA

i , i=1, 2, 3, 4, 5,
respectively.

Each moving window consists of 768 samples (rel-
ative returns of three trading years). The most re-
cent 10% of data (76 samples) of each window was
allocated for testing while the remaining 90% (692
samples) was allocated for training. The training set
was further divided into two sets; the most recent
22.2% of data of each training set (20% of the full
data set) was allocated for validation while the re-
maining 77.8% (70% of the full data set) was used for
training.

5.2 Training PNNs

The six moving windows, which was mentioned in
Section 5.1, were used for the experiments with PNN.
The above mentioned four input sets (Section 5.1)
were considered for network training. Networks out-
put the class (buy, hold, or sell) of AORD according
to Criterion A (Section 4). In Criterion A, differ-
ent pairs of values of ll and lu were tested; ll= 0.003,
0.0035, 0.004, 0.0045, · · ·, 0.007 and lu= 0.003, 0.0035,
0.004, 0.0045, · · ·, 0.007. The aim was to find suitable
pair of values for ll and lu, which yield higher profits.
Section 5.2.1 below describes how these values were
determined.

The lost incurred by misclassification, for each
class was assumed to be equal. The joint distribution

of the input variables was assumed to be Gaussian.
The parameters of the distribution were estimated by
using the training data. When there were multiple
inputs, the average standard deviation of the individ-
ual input variables was considered as the standard
deviation of the joint distribution.

5.2.1 Choosing the Values for lu and ll

The validation set was used to determine the appro-
priate values for lu and ll in Criterion A. By varying
the values of lu and ll, the corresponding trading sig-
nals for the validation was obtained. Trading simu-
lations (described in Section 6.1) were performed on
the trading signals corresponding to each pair of val-
ues considered. The pairs of values of lu and ll which
gives the highest rate of return in each window for
each input set are shown in Table 3.

Table 3: (-ll, lu) which gives the maximum rate of
return (relevant to validation sets) for the four input
sets for different windows (Some windows have more than
one pair of values for (-ll, lu) and NA shows the cases where
no trading (either buy or sell) took place

Input Window (-ll, lu)
set number

GFFG 1 (-0.0030, 0.0030)
2 (-0.0040, 0.0030)
3 (-0.0030, 0.0030)
4 (-0.0055, 0.0030)
5 NA
6 NA

GFFG-q 1 (-0.0035, 0.0030)
2 (-0.0035, 0.0030)
3 (-0.0030, 0.0030)
4 (-0.0040, 0.0030)

(-0.0045, 0.0030)
5 NA
6 NA

GFFGA 1 (-0.0030, 0.0030)
2 (-0.0035, 0.0035)
3 (-0.0040, 0.0035)
4 (-0.0045, 0.0035)
5 (-0.0030, 0.0030)
6 (-0.0035, 0.0030)

(-0.0040, 0.0030)
(-0.0045, 0.0030)
(-0.0050, 0.0030)
(-0.0055, 0.0030)
(-0.0060, 0.0030)
(-0.0065, 0.0030)
(-0.0070, 0.0030)

GFFGA-q 1 (-0.0050, 0.0035)
2 (-0.0035, 0.0035)
3 (-0.0030, 0.0035)
4 (-0.0030, 0.0030)
5 (-0.0030, 0.0030)
6 (-0.0030, 0.0035)

(-0.0035, 0.0035)
(-0.0030, 0.0040)
(-0.0035, 0.0040)

The value of ll which gives the highest rate of re-
turn varies from 0.0030 to 0.0070 while that for lu
takes values from 0.0030 to 0.0040 (Table 3). There-
fore, the middle values of the ranges, [0.0030, 0.0070]
and [0.0030, 0.0040] (that is 0.0050 and 0.0035), were
chose as the appropriate values for ll and lu, respec-
tively.
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To evaluate the prediction results, the trading sim-
ulation was performed on the trading signals obtained
from the test results. Criterion A with ll=0.0050 and
lu=0.0035 was applied to determined these trading
signals.

5.3 Training FNNs

The same six moving windows, that considered for
PNN experiments (Section 5.2), were used for exper-
iments with FNN. Three-layered FNNs with one hid-
den layer were trained for each one of the six mov-
ing windows considered. In each window, FNN was
trained for 500 times.

The same sets of inputs (which were used as in-
puts for PNN) were considered as the inputs to FNN.
These networks output the relative return of the Close
price of the AORD. The average value of the pre-
diction (over 500) for each day was calculated and
this average value subsequently classified into the
three classes of interest according to Criterion A (Sec-
tion 4).

For this study we chose the same values, which
used for the PNN experiments (Section 5.2.1), as the
corresponding limits of Criterion A. In other words,
0.0050 and 0.0035 were taken as ll and lu, respectively.

A tan-sigmoid function was used as the trans-
fer function between the input layer and the hidden
layer while the linear transformation function was em-
ployed between the hidden and the output layers.
The slope of a sigmoid function approaches zero as
the input gets large and therefore the gradient can
have a very small magnitude. If the steepest descent
algorithm is used, this causes small changes in the
weights and biases, even though the weights and bi-
ases are far from their optimal values (Demuth et al.,
2006). Resilient backpropagation training algorithm
(Rprop) (Riedmiller & Braun, 1989) eliminates these
harmful effects of the magnitudes of the partial deriv-
atives. It uses the sign of the derivative to deter-
mine the direction of the weight update; the mag-
nitude of the derivative has no effect on the weight
update. Therefore, the networks were trained with
the resilient backpropagation training algorithm.

Different number of neurons for the hidden layer
and different values for learning rate as well as the
momentum coefficient were tested. FNNs gave the
best results when there were three neurons in the hid-
den layer and the learning rate and the momentum
coefficient were 0.003 and 0.01, respectively.

5.4 Probability Based Approach for Fore-
casting Trading Signals

Let Y (t) be the relative return of the Close price of
day t of the AORD (the target variable). The data is
classified into two classes using Y (t) as below:

Upward Trend if Y (t) ≥ 0 (12)

Downward Trend if Y (t) < 0 (13)
Suppose that Ci is the target class corresponding

to the i-th observation of a selected set of input fea-
tures. Also let:

Ci = 1 if Y (t) ≥ 0 (14)

Ci = 0 if Y (t) < 0 (15)
Then the conditional probability (P ) that a given

observation Xi belongs to the upward trend class is;

P = Pr(Ci = 1|X = Xi)

=
Pr(X = Xi|Ci = 1)× Pr(Ci = 1)∑
Pr(X = Xi|Ci = j)× Pr(Ci = j)

(16)

Pr(X = Xi|Ci = j), j=0,1, can be calculated assum-
ing a Gaussian distribution.

Pr(X = Xi|Ci = j) =
1

2ΠI/2σI

nj∑
i=1

exp
−(Xi − j)′(Xi − j)

2σ2nj

(17)
where I is the number of input features included in
the input set and nj is the number of training obser-
vations the class in which Ci = j, j=0,1.

The probability corresponding to each class (up-
ward trend or downward trend) can be calculated as
below:

Pr(Ci = j) =
nj

NT
(18)

where NT is the total number of observations in the
training set.

5.4.1 Parameter Estimation

The same six moving windows, which were used for
training FNNs, PNNs were used for these experi-
ments. Unlike Leung et al. (2000), this study con-
siders a validation set in addition to the training and
the test sets. The above mentioned four input sets
(Section 5.1) were considered as the input variables.

As described by Leung et al. (2000), the parame-
ters of the Gaussian distribution was estimated by us-
ing the training data set. This study assumes that the
average standard deviations of the input variables (of
the training sample) as the value of σ of the Gaussian
distribution (see (17)). Pr(Ci = j), j=0,1 (see 18),
was also estimated by using the training data.

Using the estimated Gaussian distribution and
Pr(Ci = j), the conditional probability that a given
observation Xi in the validation set belongs to the
upward trend class, was derived. This probability as-
sociated with to each observation in the validation set
was found.

Applying Criterion B (described in Section 4) on
these probabilities relevant to the validation set, the
corresponding trading signals (for the validation set)
were determined. Different values for p1 and p2 were
considered; p1=0.20, 0.25, 0.30, 0.35, · · ·, 0.50 and
p2=0.50, 0.55, 0.60, 0.65, · · ·, 0.80. Practically, the
conditional probability that a given observation Xi
on an upward trend, P is below 0.5, the correspond-
ing signal can not be considered as a buy signal. In
contrast, if this probability is above 0.5, then the cor-
responding trading signal will not be a sell signal.
Therefore, the upper limit for p1 as well as the lower
limit for p2 should be 0.5. Leung et al. (2000) fixed
the lower limit of p1 at 0.254 and the upper limit of
p2 at 0.746. Therefore, we also chose closer values for
the lower limit of p1 and the upper limit of p2.

By varying the values of p1 and p2, we aimed to
find a suitable pair of values (for p1 and p2) which
gives higher profits. Trading simulations (described
in Section 6.1) were performed on the trading signals
obtained by substituting different values of (p1, p2)
in Criterion B. Values of (p1, p2) which yields highest
rate of return (profit) for each window for each input
set are shown in Table 4. These rates of returns were
obtained from the trading simulations performed on
the trading signals obtained from the validation set
of each window.

According to trading simulations performed on the
validation sets, the value of p1 which yield the highest
rate of return from the trading simulations varied be-
tween 0.4 and 0.5 (Table 4). The corresponding range
for p2 was [0.50, 0.70]. Therefore, the median value
of the ranges of were taken as the values of p1 and p2.
In other words, it was assumed p1=0.45 and p2=0.60.
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Table 4: (p1, p2) which gives the maximum rate of
return (relevant to validation sets) for the four input
sets for different windows (Some windows have more than
one pair of p1 and p2)

Input Window (p1, p2)
set number

GFFG 1 (0.50, 0.50)
2 (0.50, 0.60)
3 (0.50, 0.65)
4 (0.40, 0.60)
5 (0.50, 0.60)
6 (0.50, 0.70)

GFFG-q 1 (0.50, 0.60)
2 (0.40, 0.60), (0.45, 0.60)
3 (0.45, 0.55), (0.50, 0.55)
4 (0.45, 0.50), (0.50, 0.50)
5 (0.50, 0.60)
6 (0.40, 0.70)

GFFGA 1 (0.50, 0.50)
2 (0.50, 0.65)
3 (0.50, 0.60)
4 (0.40, 0.60)
5 (0.45, 0.60)
6 (0.50, 0.70)

GFFGA-q 1 (0.50, 0.55)
2 (0.50, 0.50)
3 (0.50, 0.60)
4 (0.40, 0.50)
5 (0.50, 0.60)
6 (0.40, 0.70)

These probability levels are different from the corre-
sponding probability levels used in Chen et al. (2003)
(Section 4).

The conditional probability that a given test ob-
servation Xi belongs to the upward trend class was
found. Finally, Criterion B with p1=0.45 and p2=0.60
was applied to determine the trading signals of each
test set.

6 Evaluation of Predictions

The prediction results were evaluated in terms of prof-
itability. Profitability was measured by the rate of
return obtained by performing trading simulations.

The rate of return is a measure that provides the
net gain in assets as a percentage of the initial invest-
ment. Profit depends not only on the accuracy of the
forecasts but also on the trading strategy.

Different past studies employed different trad-
ing strategies to asses the profitability of the fore-
casts (Thawornwong & Enke, 2004). This study
adopted buy and sell strategy to form the trading
simulation. As mentioned in Section 1, this study as-
sumed the major blue chips in the stock basket of the
Australian stock exchange are bought or sold, and the
aggregate price of the major blue chips is the same as
the AORD.

The speciality of the trading simulation proposed
in this study is that it search for the proportion of
money that a trader needs to invest and the propor-
tion of shares that he/she needs to sell in order to
maximise the profit. In this sense, the proposed sim-
ulation is very close to the reality.

6.1 Trading Simulations

This study assumes that at the beginning of each pe-
riod, the trader has some amount of money as well as

a number of shares. Furthermore, it is assumed that
the value of money in hand and the value of shares
in hand are equal. Two types of trading simulations
were used: (1) response to the predicted trading sig-
nals which might be a buy, hold or a sell signal; (2) do
not participate in trading, and hold the initial shares
and the money in hand until the end of the period.
The second simulation was used as a benchmark.

6.1.1 First Trading Simulation (The Pro-
posed Trading Simulation)

Let the value of the initial money in hand be M0 and
the number of shares at the beginning of the period
be S0. S0 = M0/P0, where P0 is the Close price of
the AORD on the day before the starting day of the
trading period.

Also let Mt, St, Pt, V St be the money in hand,
number of shares, Close price of the AORD, value of
shares holding on the day t (t=1, 2, ..., T ), respec-
tively. This simulation assumes that always a fixed
amount of money is used in trading regardless of the
trading signal is buy or sell. Let this fixed amount
be denoted as F 0 and be equal to M0/L, L > 0. In
the calculations L = 1, 2, ..., 10 is considered. When
L = 1, F 0 equals to M0, when L = 2, F 0 equals to
50% of M0 and so on. Let ∆b

t and ∆s
t be the number

of shares buy and the number of shares sell at day t,
respectively.

Suppose the trading signal at the beginning of
the day t is a buy signal. Then the trader spends
F =min{F 0,Mt−1} amount of money to buy a num-
ber of shares at a rate of the previous day’s Close
price.

Mt = Mt−1 − F, F = min{F 0,Mt−1} (19)

∆b
t =

F

Pt−1
(20)

St = St−1 + ∆b
t (21)

V St = St × Pt (22)
Suppose the trading signal is a hold signal, then:

Mt = Mt−1 (23)

St = St−1 (24)
V St = St × Pt (25)

Let the trading signal at the beginning of the
day t is a sell signal. Then the trader sells
S′=min{(F 0/Pt−1), St−1} amount of shares.

∆s
t = S′, S′ = min{(F 0/Pt−1), St−1} (26)

Mt = Mt−1 + S′ × Pt−1 (27)
St = St−1 −∆s

t (28)
V St = St × Pt (29)

It should be noted that a buy signal that immedi-
ately follows another buy signal will be treated as a
hold signal. Also, if all shares have been sold, a sell
signal is ignored.

6.1.2 Second Trading Simulation (The
Benchmark Trading Simulation)

In this case the trader does not participate in trading.
Therefore, Mt = M0 and St = S0 for all t=1, 2, ...,
T . However, the value of the shares changes with
the time and therefore, the value of shares at day t,
V St = S0 × Pt.
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6.2 Rate of Return

At the end of the period (day T ) the total value of
money and shares in hand:

• for the first trading simulation

TC = MT + ST × PT (30)

• for the second trading simulation

TC = M0 + S0 × PT (31)

The rate of return (R%) at the end of a trading
period is calculated as below:

R% =
TC − 2M0

2M0
× 100 (32)

7 Results and Interpretations

This sections presents the rates of returns correspond-
ing to FNN, PNN and the probabilistic approach,
with the interpretations.

The trading simulations showed that the highest
rate of return was obtained when the full amount of
money in hand is invested and the full amount of
shares in hand is sold. This matter was true for all
the input sets as well as all the windows used.

Table 5 shows the average rates of return obtained
by performing the proposed trading simulation (de-
scribed in Section 6.1) on the prediction results (cor-
responding to the test set) obtained by FNN, PNN
and the probabilistic approach, for different input
sets.

Table 5: Average (over the six windows) rates of re-
turn relating to three algorithms trained with the four
input sets (The annual average rate of return relating
to the benchmark simulation = 9.57%)

Rate of Annual
Algorithm Input return for rate of

set test period return
PNN GFFG 3.65% 12.31%

GFFG-q 3.99% 13.44%
GFFGA 6.43% 21.66%

GFFGA-q 6.91% 23.29%
FNN GFFG 8.23% 27.72%

GFFG-q 7.61% 25.63%
GFFGA 8.21% 27.65%

GFFGA-q 8.50% 28.63%
Prob. GFFG 5.92% 19.94%

approach GFFG-q 9.69% 32.64%
GFFGA 8.91% 30.01%

GFFGA-q 9.25% 31.16%

Table 5 evidences that, irrespective of the input
set used, a trader can gain higher profits by respond-
ing to the trading signals produced by any algorithm
considered. The average rate of return, obtained from
the probabilistic approach, is higher when the pre-
dictions are based on the quantified intermarket in-
fluence (that is, input sets GFFG-q and GFFGA-q)
than when the predictions are based on un-quantified
intermarket influence. The highest rate of return was
obtained when the predictions are based quantified
intermarket influence from the GSPC, the three Eu-
ropean markets and the AORD (input set GFFG-q).

The rates of return relevant to PNN also suggests
that quantified intermarket influence produced more

profitable trading signals, than their un-quantified
counterparts. The highest rate of return was obtained
when the quantified intermarket influence from the
GSPC, the three European markets as well as the
AORD itself was used as the input variables to pre-
dict the trading signals.

Results relating to FNN indicates that higher prof-
its can be obtained when the quantified intermarket
influence from the GSPC, the three European mar-
kets and the AORD were used as the input variables
than using their un-quantified counterparts. How-
ever, the results relevant to the market combination
of the GSPC and the three European markets sug-
gests the opposite.

This exceptional behaviour of FNN may be due
the inappropriateness of the Ordinary least squares
(OLS) error function (used in the standard FNNs)
for a classification problem. FNNs output the value
of the prediction, but not the predicted class. OLS
error function minimises the difference between the
actual and predicted values irrespective of whether
the predicted value in is the correct class or not.

8 Conclusions and Further Research

Probabilistic approached described in Section 5.4
seems to be a better technique to predict the trad-
ing signals of the AORD, than PNN and FNN. The
criterion applied to determine the trading signals may
also contributed to the effectiveness of this approach.
This criterion uses the conditional probability that a
relative return is in upward trend.

In general, the prediction results were better when
the quantified intermarket influence on the AORD
used as the input variables, than when their un-
quantified counterparts were used as input variables.
The exceptional behaviour of the FNN may be due
to the inappropriateness of its error function for a
classification problem.

Designing new neural network algorithm with ap-
propriate error function, for predicting trading signals
may be a good direction for future research. Such er-
ror function can be proposed by introducing a penalty
to the Ordinary least squares error function, to deal
with incorrectly predicted trading signals.
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