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Abstract  Binary repeated measurements occur often in a variety of fields. Particularly in medicine, small samples 
are used in the early phases (phase I and II) of clinical trials, in bio equivalence studies and in crossover trials where 
human participation is multitudinous. Hence, it is vital to develop a precise method to analyze binary Repeated 
Measures Data (RMD) with small sample size which is related to humans and even to animals. As a result, this 
simulation study was carried out in SAS to examine the performance of the two methods used with general sample 
sizes; the Generalized Estimating Equations (GEE) method and Generalized Linear Mixed Models (GLMM) 
towards analysis of binary RMD with small sample size, after adjusting the bias that occurs in small samples. Being 
motivated by the study of literature, large scale simulations are carried out for each method with the facilitation of 
PROC GENMOD and PROC GLIMMIX procedures respectively, along with varying options of small sample bias 
correction methods available in SAS, the Sandwich Variance Estimation (SVE) technique and its variants. Each 
method with all possible SVE techniques available in SAS were compared and contrasted with respect to the 
properties; Type I error, power, unbiasedness, consistency, sufficiency, convergence, speed of computation and 
efficiency. The results obtained from the simulation study depicted that for binary RMD which adhere to AR(1) 
process, with no missing values and with no covariates, GLMM with SVE techniques FIROEEQ and ROOT 
perform equally and exceptionally well for a small sample size binary repeated case with respect to all the properties 
of parameter estimates considered except for sufficiency. However the GEE method with the naive option while 
being marginal with respect to type I error, performs well in analyzing very small sample sizes and satisfies all the 
properties including sufficiency. 
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1. Introduction 

Repeated Measures (RM) means, “making multiple or 
repeated measurements on each experimental unit, elapsed 
over a given time period or under different experimental 
conditions” [3]. In practice, Binary RM (BRM) data are 
involved in many fields such as in biology, medicine, 
health sciences, sociology [3].  

Most of the models built on binary outcomes with 
repeated measures are classified into two classes [4]: as 
“population-averaged" and “subject-specific" approaches. 
Population-averaged models allow researchers to make 
conclusions that compare populations defined by different 
characteristics according to the covariates in a model 
while subject-specific models allow to make conclusions 
that compare the effects of successive responses by the 
same subject. However, in linear models' perspective, these 
two methods result in a similar manner under continuous 
outcomes, but differences arise once the response studied 
is binary [11]. Hence, the selection between these should 
be made according to study intentions [4]. Longitudinal 

studies which are similar to RM, take several measurements 
on the same subject at different time points, hence leading 
to generate correlated data [4].These correlated observations 
are common in many fields as several observations of a 
response are gathered from an individual. Amidst several 
other research areas, clinical trials and surveys in healthcare 
are two instances where repeated measures designs or 
longitudinal studies play important roles [4].  

Hence several methods are available to analyze repeated 
measurements such as ANOVA and MANOVA but these 
methods are incapable of accounting predictors in the 
model [12]. However, it is well known that the assumption 
of normality is no longer valid when the outcomes are of 
discrete form. On the other hand, analyzing data ignoring 
the existence of correlation among subjects, cause in 
generating misleading inferences due to inaccurate 
estimators [8]. Hence it is vital to use a different 
methodology to analyze the data when the responses are 
discrete and correlated. 

Reference [6] compared series of models representing 
both traditional and advanced methods in analyzingnumerical 
longitudinal data with moderately to large sample size 
applied in neurology and recommended random effect 
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models in general while Generalized Estimating Equations 
(GEE) method was acceptable only in restricted situations. 
Among the studies conducted specifically analyzing BRM, 
[3] examined several approaches for analyzing binary 
repeated measures data, namely, the Weighted Least Squares 
(WLS) method, the GEE method and the Generalized 
Linear Mixed Model (GLMM) approach. Their study 
found that none of these methods were appropriate for 
small samples of size less than or equal to 20.  

In practice, particularly in medicine in the field of 
clinical trials, for ethical reasons small samples are 
utilized for example, in Bioequivalence trials, in early 
phase clinical trials (Phase II cancer clinical trials are one 
such situation which includes a plan with minimum 
number of patients [7]) and in crossover trials. Since there 
are many application areas, especially in medicine where 
this scenario is encountered, it is very important to suggest 
an appropriate test consisting of appropriate type I error 
and as high power as possible to analyze small samples. 

 Hence methods used to analyze BRM in the study of [3] 
along with an appropriate remedial measure to remove the 
bias occurring due to small sample sizes will be discussed 
in this paper. Furthermore, through this research it is intended 
to conduct a series of discussions on the available methods 
with varying techniques used as remedial measures to 
remove the bias occurring due to small sample sizes. 

Since the findings discovered by [3] are valid only for 
moderate to large sample sizes, the prime objective is to 
modify the available tests to give type I error within 
stipulated limits and reasonable power by using SVE 
techniques for small samples. 

The study involves comparing two methods of analyzing 
BRM with small sample sizes: the Generalized Estimating 
Equations (GEE) approach and the Generalized Linear 
Mixed Models (GLMMs) approach with varying options 
of sandwich variance modification techniques (all within 
the framework of the statistical package SAS). Thereby 
the ultimate expectation is to recommend one method, 
along with a single option of the remedial measures used 
to remove the small sample bias. This will be achieved by 
comparing the type I error, the power of the tests and 
numerous properties of the parameter estimates such as 
unbiasedness, sufficiency, efficiency, consistency, convergence 
and speed of the methods. 

The performances and the properties of the two 
statistical procedures for small sample size binary repeated 
data, will be determined and compared using large scale 
simulations in SAS. Finally the selected method will be 
illustrated by analyzing a real life data set available on the 
web. The three methods taken into account are each 
simulated along with all possible SVE methods available 
under the SAS package.The Generalized Estimating 
Equations (GEE) method introduced by [5] is a method to 
deal with the correlation between observations in 
generalized linear regression models (GLM). What is 
special about this method is that it specifies a working 
correlation structure representing the correlation expected 
to be present among the responses within subjects and it 
has the advantage that for time independent covariates, the 
resulting GEE estimates are consistent regardless of the 
choice of working correlation structure. In SAS, PROC 
GENMOD procedure facilitates to implement the GEE 
method. 

Generalized Linear Mixed Model (GLMM) is an 
extension of the generalized linear model (GLM) and it is 
facilitated by PROC GLIMMIX procedure, where this 
method is only available in most recent SAS packages 
from SAS 9.2 onwards. This method is more attractive as 
it takes in to account the within-subject association while 
allowing a part of the regression coefficients to vary from 
one individual to another[1]. 

The remedial measure used in this study in order to 
remove the small sample bias is the Sandwich Variance 
Estimation (SVE) procedure due to its capability of 
determining consistent covariance matrix estimates. This 
procedure improves the standard errors of the models 
which were fitted to correlated data assuming independence. 
Hence the sandwich estimator is called the robust variance 
estimation method [10]. In SAS, various types of SVE 
techniques are available for particular methods used to 
model BRM. 

Section1 gives an introduction to the study. The second 
section explains the simulation design. The third section 
gives the theories and methods used throughout this study. 
The fourth section consists of the results of the simulation 
study. The final section contains a discussion on the 
findings of the analysis conducted in this research. 

2. Simulation Study Design 
The same method used by [3] in initializing the population 

is followed in this study so that the BRM data follow an 
autoregressive (AR) (1) process though the sample sizes 
considered are small. The probabilities of responses used 
in the study of [3] under H0and H1were used here too. 

Data were then simulated underthree different sample 
sizes, 10, 15 and 20 respectively. In SAS, PROC 
GENMOD facilitates the GEE method and it is available 
under SAS version 9.0 while GLMMs methods which is 
facilitated by PROC GLIMMIX is available only in the 
versions of SAS 9.2 or later. For each combination of the 
respective method and available sandwich variance 
modifications simulations were carried out 1000 times. 

From the results obtained, averaged estimated probabilities 
under each period, the proportion of rejections of H0 when 
H0  is true (Type 1 Error) and when H1  is true (power), 
number of non-convergent results and average variance of 
the period estimates were obtained. The change in 
percentage of estimated variance over true variance was 
calculated from the output. The significance level used in 
the study is 5%. The three methods were compared with 
respect to the above mentioned results obtained from the 
simulation study. 

3. Methodology 

3.1. Generalized Estimating Equations 
Method 

This approach, which is an extension of Generalized 
Linear Models (GLM) was introduced by [5]; for 
longitudinal data to estimate the population averaged 
estimates by considering correlation between repeated 
measurements. Here, the mean response and within the 
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subject association is modelled separately and the 
parameters in this model explain the variation of mean 
response over time [6]. 

Suppose 𝑌𝑌𝑖𝑖𝑖𝑖  (where j=1,…,ni  and i=1,…,m) represents 
the jth measurement on the ith subject and there are 𝑛𝑛𝑖𝑖  
measurements on subject i. Hence the total number of 
measurements is ∑ 𝑛𝑛𝑖𝑖𝑚𝑚

𝑖𝑖=1 . 
Hence the marginal regression model is given in 

equation (1). 

 '[ ( )] ( ) .ij ij ijg E Y g Xµ β= =  (1) 

This is similar to the systematic Component where, 

 ( )ij ijY µ=E  

𝐗𝐗𝐢𝐢𝐢𝐢– p x 1 vector of study variables (covariates) for the ith 

subject 
g (.) – Link function that relates the means of the 
responses to the linear predictor 𝑋𝑋𝑖𝑖𝑖𝑖′ β  
β – Vector of p regression parameters to be estimated. 

Reference [3] has given a detailed account of this 
method for the general case of sample size. Here for the 
special case of small sample size, [3] showed through 
simulation that there was bias in the estimation. Therefore, 
here we propose to use the Sandwich Variance Estimator 
of the parameter estimates 𝛽𝛽  as a correction for this 
bias.This is explained in section 3.1.1. 

3.1.1. Estimating the Covariance of 𝜷𝜷� 
1.  Model Based (“Naive”) Covariance Estimator is 

given by Eq. (2), 
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𝛍𝛍𝐢𝐢 – Vector of mean of Y𝑖𝑖  
𝐕𝐕𝐢𝐢 – Modeled covariance matrix of Y𝑖𝑖 . 

This is a consistent estimator for the covariance matrix 
of 𝛽̂𝛽  as long as both mean model and the working 
correlation matrix are specified correctly. 

2.  Empirical (“Robust”) Covariance Estimator is given 
by Eq. (3), 
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Cov (𝐘𝐘𝐢𝐢) – True covariance matrix of Y𝑖𝑖  
This estimator was proposed by [5] and it is consistent 

for the Cov (𝛽𝛽)� as the number of clusters become large 
and valid even if the working correlation matrix is not 
specified correctly [12]. 

3.2. Generalized Linear Mixed Models 
(GLMMs) 

Generalized Linear Mixed Models (GLMMS) is an 
extension of the Generalized Linear Model (GLM) as the 
linear predictor incorporates random effects in addition to 
the fixed effects [2]. Hence the model is as in Eq. (4), 

 ( ) 'µ η β= = +ij ij ij ij ig X Z b  (4) 

Where, 
𝐙𝐙𝐢𝐢𝐢𝐢 – 1 x q vector of study variables (covariates) for the 
ithsubject 
𝐛𝐛𝐢𝐢 – q x 1 vector of random effects. 

Reference [3] has explained this model in detail. Thus, 
as in section 3.1 an explanation is only given of the 
Sandwich Variance Estimation methods which are used to 
control small sample bias. 

3.2.1. Sandwich or Empirical Covariance Estimators 
Residual-Based Estimators 

The general form of the empirical covariance estimator 
with the small sample bias corrections (multiplicative and 
additive) can be written as equation (5), 

 ( )

 

 
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1 1
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Where, E(Y) = 𝛍𝛍,𝑒𝑒𝑖𝑖  = 𝑌𝑌𝑖𝑖  - 𝜇𝜇𝑖𝑖�, Var (Y) =∑ , D = µ
β
∂
∂

, 𝛺𝛺 = 

(𝐃𝐃𝟏𝟏−∑׳𝐃𝐃)−.  
Here m is the number of independent sampling units 

and this estimator is biased if m is small. All the bias 
correction methods vary with different combinations of 
values applied for the constant C and the matrices of 
𝐴𝐴𝑖𝑖and 𝐹𝐹𝑖𝑖  .Table 1 displays the form of multiplicative small 
sample bias corrections applied to the sandwich estimator 
available with PROC GLIMMIX in SAS [9]. 

Here, 𝐇𝐇𝐢𝐢 = 𝐃𝐃𝐢𝐢𝛺𝛺𝐃𝐃𝐢𝐢
𝐢𝐢∑׳

−𝟏𝟏, Q = 𝐃𝐃𝐢𝐢
𝐢𝐢∑׳

−𝟏𝟏� 𝐃𝐃𝐢𝐢𝛀𝛀� , k-The rank of 
X matrix and r is an optional number 0 r <1 is a constant 
chosen to provide an upper bound on the correction factor 
(Default r = 0.75). 

Table 1. Multiplicative Small Sample Bias Corrections to the Sandwich Estimator 

Adjustment (Empirical) 𝑪𝑪 𝑨𝑨𝒊𝒊 𝑭𝑭𝒊𝒊 

DF �
𝑚𝑚
𝑚𝑚 − 𝑘𝑘�  ;  𝑚𝑚 > 𝑘𝑘

 1    ;  otherwise
� I I 

ROOT 1 I (𝑰𝑰 − 𝑯𝑯𝒊𝒊 )−1/2 

FIRORES 1 I (𝑰𝑰 − 𝑯𝑯𝒊𝒊 )−1 

FIROEEQ (r) 1 𝑫𝑫𝑫𝑫𝑫𝑫𝑫𝑫�1 − 𝑚𝑚𝑚𝑚𝑚𝑚�𝑟𝑟, [𝑸𝑸]𝑗𝑗𝑗𝑗 ��
−1/2 I 
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Likelihood Based Estimators 
1. Classical Sandwich Estimator is given by Eq. (6), 

 ( ) ( ) ( ) ( )1 , 1

1
ˆ ˆ ˆ ˆα α α α− −

=

 
  
 
∑
m
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Where,  
( )ˆi αH  is the Second derivative of the log likelihood 

for the ith subject derived for some parameter vector α, 
𝑔𝑔𝑖𝑖(𝛼𝛼�) is the First derivative of the log likelihood for the ith 
subject and ∑ 𝑔𝑔𝑖𝑖 (𝛼𝛼)𝒎𝒎

𝒊𝒊=𝟏𝟏  is the Gradient for the entire data 
[9]. 

2. MBN Adjustment is given by Eq. (7), 
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Note: Reference [3] explains the desirable properties of 
estimators in detail. 

4. Results from the Simulation Study 

The results obtained from the simulation study are 
presented in this section and a broad explanation is made 
on these. The following data is comprised of important 
results obtained under simulation studies conducted using 
varying options of the SVE techniques available in 
GENMOD and in GLMM in SAS. In the presentation 
using tables only the results from SAS procedures and 
SVE methods, giving satisfactory modes of analyzing 
small sample BRM is presented due to space limitations. 
However, all results (even those not presented in tables) 
are explained using text and tables of all results are 
presented in the supplementary material.  

Parameters were estimated using the GEE method and 
GLMMs which were facilitated by PROC GENMOD and 
PROC GLIMMIX procedures in SAS. Each combination 
of method and respective SVE technique were simulated 
1000 times under null and alternative hypothesis using 
three different sample sizes of 10, 15 and 20. Data were 
simulated in a way that the data were correlated to apply 
the repeated binary structure in the data [3]. Since three 
periods were considered three repeated binary observations 
were simulated for each observation. The properties of the 

parameter estimates generated under each option was used 
to satisfy the objectives. 

4.1. Initiation 

4.1.1. Hypothesis of Interest 
H0: All period effects are equal 
H1 : At least one effect is significantly different from 

others 

4.1.2. Initial Probabilities 
Initial probabilities assigned for three different scenarios 

are as given in [3]. This is given in Table 2. 

Table 2. Probabilities (𝑷𝑷𝒊𝒊) Corresponding to Responses 

Hypothesis Pi  Probability 

H0 

P1 0.5 

P2 0.5 

P3 0.5 

H1 

P1 0.25 

P2 0.4 

P3 0.445 

4.2. Results from the PROC GENMOD 
Procedure for GEE Method in SAS 

4.2.1. Tables of Results 
This section interprets the results of two approaches of 

estimation of parameters obtained from PROC GENMOD 
procedure in SAS for binary RMD with small sample 
sizes. The results are measured using model based 
variance covariance matrix while under the other approach 
the results are generated by using Sandwich Variance 
covariance matrix. 

Under each option, the number of non-convergent 
results, the proportion of rejections of  H0 , averaged 
estimated probability and estimated variance for each 
period averaged over 1000 simulations, bias and change in 
percentage variances were computed. Table 3 gives 
Results from the GEE method of PROC GENMOD with 
no adjustments (Naive Method). The results from the GEE 
method of PROC GENMOD with the SVE adjustment 
were obtained but not presented here. Table 4 gives a 
comparison of these two methods. Table 3 represents the 
results obtained from the GEE method under PROC 
GENMOD procedure in SAS relying on the model based 
standard errors (naive method) with exchangeable 
correlation structure. According to Table 3 the Type I 
error only for sample size 10 lies within the stipulated  
95% probability interval for error rate of 5% with 1000 
simulations [0.036, 0.064] while the Type I error of other 
two samples are conservative. It is also noticeable that the 
Type I error decreases with the increment of sample size. 
With respect toH1 , the power increases with the sample 
size. The results also depict that no non-convergence 
issues occur in the GEE method of PROC GENMOD 
procedure with naive method under both null and 
alternative hypotheses. In this method the average 
predicted probability values are closer to the true values 
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under both hypotheses for all sample sizes, indicating that 
the unbiasedness of estimates are achieved for every 
sample size under both hypotheses. It is worth noting that 
the parameter estimates are more unbiased under this 
method compared to GLMM method with any of the SVE 
techniques. The average variance under both hypotheses 
strictly decrease when the sample size increases. Due to 
the consideration of the average variance of the estimated 
values as a measure of variability, decrement in this value 
with sample size can be used to validate the property of 
consistency of parameter estimates derived by the GEE 
method of PROC GENMOD with no adjustments. When 
considering the property of sufficiency, the percentage 
difference between estimated and true variance of period 
effect are very small under the null and alternative 
hypotheses. These values are smaller than those given by 
GLMM with a variety of SVE techniques. Hence this 
method produces the most sufficient estimated period 
effects compared to GLMM method [3]. As expected the 
time to compute the results increases with sample size 
under both hypotheses. 

The performance of the test and the properties of the 
parameter estimates corresponding to the GEE method 
facilitated by PROC GENMOD procedure with the robust 
variance estimation method was examined but not presented. 
The GEE adjustment has influenced the results of the 
ordinary GEE method by inflating Type I error of all 
sample sizes. Though the power of the study has a 
significant improvement, since the most important property 
considered, Type I error is violated, this adjustment is not 
suitable. Hence the performance of other properties has 
not been discussed in detail. 

4.2.2. Comparison of varying options of GEE method 
in SAS 

Table 4 gives a comparison of the methods examined 
under GEE. 

Table 4 makes an overall comparison among the varying 
options of Generalized Estimating Equation methods available 
under PROC GENMOD in SAS. Both methods perform 
well with respect to the properties of unbiasedness, 
sufficiency and consistency of the parameter estimates. 

Table 3. Results from the GEE method of PROC GENMOD with no adjustments (Naive Method) 

Hypothesis Sample 
size 

Number of  
non-convergent 

trials 

Proportion of trials out 
of 1000 rejecting 𝑯𝑯𝟎𝟎 

True 
Probabilities 

(𝑷𝑷𝒊𝒊) 

Averaged 
estimated 𝑷𝑷𝒊𝒊 

Bias Average 
variance 

Change in % 
variance 

Cpu 
time 

𝐻𝐻0 

10 0 0.036 

1 0.5 0.4959 -0.0041 0.022549 9.8 
10.79 
secs 

2 0.5 0.5043 0.0043 0.022547 9.81 

3 0.5 0.4972 -0.0028 0.022476 10.1 

15 0 0.033 

1 0.5 0.5038 0.0038 0.0155413 6.75 
11.23 
secs 

2 0.5 0.5032 0.0032 0.0156101 6.34 

3 0.5 0.4967333 -0.0032667 0.0155905 6.46 

20 0 0.029 

1 0.5 0.49745 -0.00255 0.0119034 4.77 
11.31 
secs 

2 0.5 0.49905 -0.00095 0.0118761 4.99 

3 0.5 0.5002 0.0002 0.0119283 4.57 

𝐻𝐻1 

10 0 0.083 

1 0.25 0.2444 -0.0056 0.016512 11.94 
10.70 
secs 

2 0.4 0.3985 -0.0015 0.021295 11.27 

3 0.445 0.4446 -0.0004 0.022326 9.6 

15 0 0.124 

1 0.25 0.2552 0.0052 0.0118477 5.22 
11.17 
secs 

2 0.4 0.3984667 -0.0015333 0.0149523 6.55 

3 0.445 0.4416 -0.0034 0.0154276 6.3 

20 0 0.206 

1 0.25 0.24955 -0.00045 0.0088674 5.41 
11.29 
Secs 

2 0.4 0.4022 0.0022 0.011398 5.02 

3 0.445 0.4401 -0.0049 0.0117415 4.92 

Table 4. Comparison of the GEE with varying options of the SVE techniques available in PROC GENMOD in SAS with respect to the 
properties of the parameter estimates 

VEM Method 
(SVE Technique) 

Criterion 

Type I Error 
Power 

(in descending 
order) 

Convergence Unbiased Consistent Sufficient Speed (in 
order) 

Efficiency 
(in order) 

Naive holds for sample 
size 10 2 No problem Yes Yes Yes 1 2 

Robust variance 
estimator 

Doesn't hold for 
all 3 sample sizes 1 There is a 

convergence issue Yes Yes Yes 2 1 
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With respect to other properties, except for Type I error, 
GEE method without the robust variance estimation (naive) 
method performs well as the estimates do not encounter 
with non-convergence issues and the speed of 
computation is highest. On the other hand the GEE 
method with robust variance estimation method performs 
well with respect to power and generates more efficient 
estimates but has poor performance towards other 
properties. Since this most important property considered 
in the selection of a suitable method is violated, this 
adjustment is not suitable. The power of the study has a 
significant improvement.The GEE modification has 
brought up the issue of non-convergence. The property of 
unbiasedness is achieved in magnitude, under both 
hypotheses for all sample sizes. It is also easily identified 
that with respect to the property unbiasedness, the best 
estimates are given by GEE method of PROC GENMOD. 
Consistent parameter estimates are given.  

Overall, it can be concluded that the estimated period 
effects are sufficient. It is also confirmed that with  
respect to the property sufficiency, best parameter 
estimates are generated by the two options available  
in GEE method compared to GLMM method of  
PROC GLIMMIX with all possible SVE modifications. 
The time taken to generate the results increases as the 
sample size increases under both hypotheses. When 
comparing the overall average variance of the estimated 
probabilities, both methods provide values which are 
almost equal to each other. But a pairwise comparison, 

depicts that the GEE method with robust variance 
estimation method provides the more efficient parameter 
estimates. 

4.3. Results from the PROC GLIMMIX 
Procedure for GLMMs Method in SAS 

4.3.1. Tables of Results 
This subsection discusses the results obtained from the 

PROC GLIMMIX procedure in SAS which estimates the 
parameters of the GLMMs method (naive) and gives the 
results obtained by improving the properties of the type III 
F tests using the Sandwich Variance Modifications available 
in SAS such as, Classical, DF, ROOT, FIRORES, 
FIROEEQ and MBN. Under each option important 
properties of parameter estimates were computed and 
estimated variance was computed for each period averaged 
over 1000 simulations. Only the results for the naive 
method and SVE methods, ROOT and FIROEEQ are 
presented here in Table 5, Table 6 and Table 7. As there 
are many methods the results are not given under each 
table, but summarized at the end of all the GLMM 
methods. Table 5 consists of results obtained from the 
GLMMs simulated using Quadrature method, without 
making any adjustments to the covariance matrix of the 
parameter estimates (Naive-method). Table 6 – Table 7 
give the results for the SVE techniques ROOT and 
FIROEEQ respectively. 

Table 5. Results obtained from GLMM method of PROC GLIMMIX (Naive Method) 

Hypothesis Sample 
size 

Number of  
non-convergent 

trials 

Proportion of 
trials out of 1000 

rejecting 𝐻𝐻0 

True 
Probabilities 

(𝑃𝑃𝑖𝑖) 

Averaged 
estimated 𝑃𝑃𝑖𝑖  

Bias Average 
variance 

Change in % 
variance 

Cpu 
Time 

𝐻𝐻0 

10 0 0.003 

1 0.5 0.5073885 0.0073885 0.0504713 -101.89 
1.13.06 
Mins 

2 0.5 0.5139941 0.0139941 0.0579141 -131.66 

3 0.5 0.4989418 -0.001058 0.0526946 -110.78 

15 0 0.005 

1 0.5 0.50566 0.00566 0.037917 -127.50 
1.25.06 

mins 2 0.5 0.4983872 -0.001613 0.038470 -130.82 

3 0.5 0.5006185 0.0006185 0.037812 -126.87 

20 0 0.009 

1 0.5 0.5031666 0.0031666 0.027564 -120.52 
1.38.04 

mins 2 0.5 0.4989687 -0.001031 0.027897 -123.18 

3 0.5 0.5010591 0.0010591 0.027276 -118.21 

𝐻𝐻1 

10 2 0.010 

1 0.25 0.2323062 -0.017694 0.026069 -39.03 
1.15.09 

mins 2 0.4 0.3867985 -0.013202 0.056046 -133.52 

3 0.445 0.4442979 -0.000702 0.056660 -129.42 

15 0 0.011 

1 0.25 0.2348134 -0.015187 0.017278 -38.23 
1.27.86 

mins 2 0.4 0.3990314 -0.000969 0.033129 -107.05 

3 0.445 0.445854 0.000854 0.037477 -127.61 

20 0 0.052 

1 0.25 0.2298586 -0.020141 0.012340 -31.62 
1.44.31 

mins 2 0.4 0.392684 -0.007316 0.024552 -104.60 

3 0.445 0.4466417 0.0016417 0.027187 -120.16 
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Table 6. Results obtained from GLMM method of PROC GLIMMIX (Sandwich- ROOT Method) 

Hypothesis Sample 
size 

Number of  
non-convergent 

trials 

Proportion of trials out 
of 1000 rejecting  

𝐻𝐻0 

True 
Probabilities 

(𝑃𝑃𝑖𝑖) 

Averaged 
estimated 𝑃𝑃𝑖𝑖  

Bias Average 
variance 

Change 
in % 

variance 

Cpu 
Time 

𝐻𝐻0 

10 44 0.054 

1 0.5 0.5039235 0.0039235 0.033439 -33.76 
42.15 
Secs 

2 0.5 0.5113682 0.0113682 0.033861 -35.45 

3 0.5 0.500503 0.000503 0.033706 -34.82 

15 0 0.057 

1 0.5 0.5065333 0.0065333 0.0220354 -32.21 
40.56 
Secs 

2 0.5 0.5041333 0.0041333 0.0220653 -32.39 

3 0.5 0.5020667 0.0020667 0.0218615 -31.17 

20 0 0.062 

1 0.5 0.4986 -0.0014 0.0160219 -28.18 
42.59 
Secs 

2 0.5 0.49675 -0.00325 0.0160675 -28.54 

3 0.5 0.5026 0.0026 0.0160775 -28.62 

𝐻𝐻1 

10 94 0.111 

1 0.25 0.2664523 0.0164523 0.023249 -24 
41.79 
Secs 

2 0.4 0.4024652 0.0024652 0.032472 -35.3 

3 0.445 0.449089 0.004089 0.033038 -33.77 

15 26 0.158 

1 0.25 0.2498645 -0.000136 0.013759 -10.07 
44.17 
Secs 

2 0.4 0.3892954 -0.010705 0.020086 -25.54 

3 0.445 0.4429539 -0.002046 0.02115 -28.45 

20 7 0.243 

1 0.25 0.2506539 0.0006539 0.010207 -8.88 
46.25 
Secs 

2 0.4 0.4006036 0.0006036 0.014867 -23.89 

3 0.445 0.4465795 0.0015795 0.015562 -26.02 

Table 7. Results obtained from GLMM method of PROC GLIMMIX (Sandwich- FIROEEQ Method) 

Hypothesis Sample 
size 

Number of  
non-convergent 

trials 

Proportion of trials out of 
1000 rejecting  

𝐻𝐻0 

True 
Probabilities 

(𝑃𝑃𝑖𝑖) 

Averaged 
estimated 

𝑃𝑃𝑖𝑖  
Bias Average 

variance 
Change in % 

variance 
Cpu 
Time 

𝐻𝐻0 

10 2 0.055 

1 0.5 0.492986 -0.007014 0.0341594 -36.64 
40.48 
Secs 

2 0.5 0.4880762 -0.011924 0.033205 -32.82 

3 0.5 0.491984 -0.008016 0.034079 -36.32 

15 0 0.061 

1 0.5 0.4972 -0.0028 0.0220134 -32.08 
42.98 
Secs 

2 0.5 0.4936 -0.0064 0.0218344 -31.01 

3 0.5 0.498933 -0.001067 0.0220621 -32.37 

20 0 0.054 

1 0.5 0.4986 -0.0014 0.0159308 -27.45 
42.92 
Secs 

2 0.5 0.49425 -0.00575 0.016011 -28.09 

3 0.5 0.498 -0.002 0.0160475 -28.38 

𝐻𝐻1 

10 59 0.089 

1 0.25 0.2697452 0.0197452 0.0232819 -24.17 
40.07 
Secs 

2 0.4 0.4118896 0.0118896 0.0321189 -33.83 

3 0.445 0.4473461 0.0023461 0.0330382 -33.77 

15 62 0.109 

1 0.25 0.2664876 0.0164876 0.0230784 -84.63 
40.68 
Secs 

2 0.4 0.4110634 0.0110634 0.0315454 -97.16 

3 0.445 0.4528464 0.0078464 0.0328985 -99.81 

20 7 0.262 

1 0.25 0.252465 0.002465 0.010335 -10.24 
45.25 
Secs 

2 0.4 0.394618 -0.005382 0.014745 -22.88 

3 0.445 0.44331 -0.00169 0.015521 -25.69 
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Table 8. Comparison of the GLMMs with varying options of the SVE techniques available in PROC GLIMMIX in SAS with respect to the 
properties of the parameter estimates 

Method 
(SVE 

Technique) 

Criterion 

Type I Error 
Power 

(in descending 
order) 

Convergence Unbiased Consistent Sufficient 
Speed 

(in order) 
Efficiency 
(in order) 

Naïve Doesn't hold for all 3 
sample sizes 7 There is 

convergence issue Yes Yes No 6 5 

Classical 
Sandwich Holds for size ≥ 15 1 There is 

convergence issue Yes Yes No 5 5 

DF Holds for size ≥ 15 4 There is 
convergence issue Yes Yes No 3 4 

ROOT Holds for all sample 
sizes 2 There is 

convergence issue Yes Yes No 4 2 

FIRORES Holds for size ≥ 15 5 There is 
convergence issue Yes Yes No 2 3 

FIROEEQ Holds for all sample 
sizes 3 There is 

convergence issue Yes Yes No 1 1 

MBN Doesn't hold for all 3 
sample sizes 6 There is 

convergence issue Yes Yes No 6 7 

 
4.3.2. Comparison of Varying Options of GLMM 

Method in SAS 
Table 8 gives Comparison of varying options of 

GLMM method in SAS. Table 8 makes a straightforward 
comparison between available options of GLMM methods 
in PROC GLIMMIX with respect to the properties of the 
parameter estimates. It’s clear that none of the methods 
are suitable with respect to the properties convergence and 
sufficiency. Also the parameter estimates are consistent 
and unbiased irrespective of the method used. Hence, 
these three properties do not assist the selection of the 
most suitable method. When comparing the methods with 
the rest of the properties it can be identified that both 
FIROEEQ and ROOT options perform well. The reasons 
leading to this conclusion are that Type I error holds for 
both methods under all sample sizes and the magnitude of 
the power is considerably high for both methods. The 
most efficient estimates are given by the FIROEEQ option 
followed by ROOT. Even in speed of computation 
methods FIROEEQ perform well. Due to the positive 
response towards the majority of the parameter estimates, 
this leads to conclude that with respect to the GLMM 
procedure, PROC GLIMMIX with FIROEEQ option 
performs best, followed by the ROOT option and these are 
suitable to analyze BRM data with small sample sizes. 

5. Discussion 

5.1. Introduction 
The majority of the studies conducted to analyze BRM 

data was based on large sample sizes. Hence the prime 
objective of this study was to recommend a method to 
analyze binary RMD with small sample size. Since the 
variance of the parameter estimates tends to be biased as 
the sample size reduces, SVE techniques available under 
each method were taken into account as a remedial 
measure. Hence two methods available with SVE 
techniques, namely, Generalized Estimating Equations 
(GEE) method and Generalized Linear Mixed Models 

(GLMMs) were used in this study. The GEE method 
represents marginal or population averaged models and 
GLMM method use random-effect or subject-specific 
models. In SAS software PROC GENMOD facilitates 
GEE method from version 9.0 onwards and PROC 
GLIMMIX facilitates GLMM method which is available 
only in SAS versions from 9.2. In order to achieve the 
ultimate goal, a large scale simulation study was carried 
out in SAS. Correlated binary observations were generated 
under three different small sample sizes (10, 15 and 20) 
with three time points while thousand simulations were 
carried out under H0 and H1 for each method along with 
available SVE techniques in SAS. The properties 
convergence, Type I Error, power, unbiasedness, consistency, 
sufficiency, and efficiency were then computed along with 
the speed of computation under each procedure and 
proceeded with comparison of each method. 

5.2. Important Findings from the Simulation 
Study 

Under each combination of binary RMD analysis 
method and available SVE techniques variety of properties of 
parameter estimates were considered. Among these properties 
Type I error and power were of major interest and the 
results were drawn mainly on the performance made on 
these two properties. 

5.2.1. Findings from the PROC GENMOD Procedure 
for GEE Method 

The two varying options considered under this method 
were the naive approach and the Robust Variance Estimation 
method. When considering the results generated under 
PROC GENMOD procedure with Robust Variance 
Estimation method, though some properties of parameter 
estimates hold, it was unable to generate Type I error for 
any of the sample sizes being tested and the estimated type 
I error deviated from lying within the stipulated 95% 
probability interval [0.036, 0.064]. Hence this option 
cannot be recommended to analyze binary RMD with 
small sample sizes as the property Type I error, which is 
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one of the most important factors considered in this study 
was not satisfactory. 

However the property Type I error is satisfied by the 
PROC GENMOD procedure without imposing a variance 
adjustment (naive method) for very small sample sizes. 
Hence it is worthwhile to look into other significant 
properties satisfied by this method. 
Properties of PROC GENMOD procedure without 
imposing a variance adjustment (naive method) 

Type I error barely hold for very small sample sizes (lie 
on the lower limit of the stipulated confidence interval for 
Type I error). The power of the test; the proportion of 
rejections of H0 when H1  is true, increases with sample 
size. There are no non-convergence issues for any sample 
size. Since estimated probability values both under H0and 
H1 are closer to true probability values for three samples, 
it conveys the property of unbiasedness. Average variance 
decreases as sample size increases under both hypotheses 
implies consistency of the estimates. The percentage 
difference between the estimated and true variance of 
period effects being significantly low suggests sufficiency 
of the estimates. Time to compute the results increases 
with sample size under both hypotheses. 

5.2.2. Findings from the PROC GLIMMIX Procedure 
for GLMM Method 

Seven varying options were considered under the 
PROC GLIMMIX procedure for GLMM method, namely, 
naive approach, Classical Sandwich, DF, ROOT, FIRORES, 
FIROEEQ and MBN. 

Among these options only the PROC GLIMMIX 
procedure with ROOT and FIROEEQ were capable of 
generating results such that Type I error lie within the  
95% probability interval for an error rate of 5%=0.05 for 
1000 samples that is [0.036, 0.064]. Hence none of the 
other options of PROC GLIMMIX procedure apart from 
these two adjustments can be recommended to analyze 
binary RMD with small sample size. It is important to 
note that these two options satisfy the property of Type I 
error for all three sample sizes. Hence this highly 
influences the selection criteria. It is of major interest to 
look towards the other properties being satisfied. 
Properties of PROC GLIMMIX procedure with the SVE 
method- ROOT 

Type I error values all lie within the 95% stipulated 
limits [0.036, 0.064]. Power increases with the sample 
size. Since estimated probability values both under  H0and 
H1are closer to true probability values for three samples, 
the property of unbiasedness holds. Average variance 
decreases as sample size increases under both hypotheses 
suggests consistency of the estimates. Time to compute 
the results increases with sample size under alternative 
hypothesis and time taken for computation is considerably 
small. 
Properties of PROC GLIMMIX procedure with the SVE 
method- FIROEEQ 

Type I error under all 3 sample sizes lie within the 95% 
stipulated limits [0.036, 0.064]. Power increases as the 
sample size increases. Since estimated probability values 
both under  H0 and H1 are closer to true probability values 
for three samples, it conveys the property of unbiasedness. 
The average variance decreases as sample size increases 
under both hypotheses suggest consistency of the estimates. 

Time to compute the results increases with sample size 
under alternative hypothesis and time taken for 
computation is as small as in the ROOT option. 

5.3. Conclusions 
Under both methods irrespective of the SVE technique 

used, all estimates satisfy unbiasedness and consistency. 
GLMM with both SVE techniques FIROEEQ and ROOT 
showcase outstanding performances in analyzing small 
sample binary RMD with respect to all the properties of 
the parameter estimates except for the property of 
sufficiency. However, if one is more concerned about the 
property sufficiency, GEE method with no variance 
adjustment (naive method) is recommended for very small 
sample sizes. All these results are applicable to BRM data 
with small sample sizes which adhere to AR (1) process. 
This study was conducted for BRM data with no missing 
values (balanced data), with no covariates and with a 
limited number of time points. When considering varying 
options available in GEE method, it is evident that GEE 
method with no variance adjustments imposed (naive 
method) has outstanding performances when the sample 
size is very small with no missing values and no 
covariates. Under GLMM method the performance is 
significantly improved once the small sample multiplicative 
adjustments, FIROEEQ and ROOT are introduced to the 
model. Except for sufficiency, these two methods can be 
recommended for a scenario of small sample size binary 
repeated measurement case.  

However, due to the time constraint the default options 
of each SVE technique were considered and asymptotic 
chi-square distribution (default in SAS) was used to 
compute the critical values. Also the study was restricted 
to binary RMD and couldn’t extend to categorical RMD. 

Since, this study only focused on binary RMD and the 
scope of the study can be extended into following aspects. 
Analyze RMD with categorical (nominal and ordinal) 
response variables. Extend this study to include missing 
values and their imputations. Analyze RMD with the 
presence of time variant and time in-variant covariates. 
Since this study considered only period effects, this study 
can be extended by taking different covariates such as 
categorical, continuous into account. 
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