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Abstract

High performance computing (HPC) applications have increasingly tended to use “off the shelf”

commodity clusters of workstations as their executing platform, in the last decade due to their

generic nature and low cost. The typical cluster of nodes, as well known, is a distributed

memory structure, whose programming paradigm of message passing is well established.

This thesis presents a study of the impact of hybrid memory architectures composed of dis-

tributed memory and distributed shared memory, within a multi-processor cluster on the design

of parallel algorithms. The thesis proposes a novel configurable virtual cluster arrangement

interconnected by message passing links as a programming metaphor for parallel algorithm

design. The study uses solution of parallel numerical algorithms and parallel back-propagation

neural network algorithms as case studies. The parallel implementation of the shallow water

equations to model a Tsunami is emphasized.

In the tsunami model, a rectangular array of data is partitioned into sub-domains, namely a

four by three grid scheme and an eight by six grid scheme which are then used for the parallel

implementation. In the preliminary study of hybrid memory architectures, four versions of the

parallel algorithm for each grid scheme are used: distributed memory without threads, dis-

tributed memory with threads, distributed shared memory without threads, and distributed

shared memory with threads. Experiments are realized using the Message Passing Interface

(MPI) library, C/Linda, and the Linux pthreads. Subject to the availability of memory, the

distributed shared memory version without threads performs best, but as the task is scaled

up, the threaded version becomes efficient in both distributed memory and distributed shared

memory implementations.

In the case of parallel algorithms for neural network training, the neural network is parti-

tioned into sub neural networks by applying a hybrid partitioning scheme. Therefore, each

partitioned network is evaluated as a matrix multiplication. Three different sizes of neural

networks were used and exchange rate prediction was used as the reference problem. Parallel

implementations for each of the distributed memory and distributed shared memory scenarios

were obtained. The partitioned, matrix multiplication had the fastest execution time, and the

MPI implementation was always faster than the TCP-Linda equivalent.

x



xi

The configurable hybrid cluster scheme was implemented as two UPC/MPI sub cluster config-

urations where, in the first configuration, configuration-1, twelve computing nodes are parti-

tioned into two equal sized DSM sub clusters, and in the second configuration, configuration-2,

twelve computing nodes are partitioned into four DSM sub clusters. UPC is used for intra sub

clusters while MPI is used for inter-sub-cluster communication. The shallow water model was

implemented on each of these configurations.

The parallel algorithm for the uniform DSM implementation exhibits a moderately better

performance than either of the two parallel algorithms for the UPC/MPI hybrid cluster con-

figurations while these two parallel algorithms individually exhibit an overall better perfor-

mance than the parallel algorithm for the uniform DM architecture, in terms of running time.

Configuration-1 exhibits a moderately better performance than that for configuration-2. As

the number of computing nodes per DSM sub cluster decreases, the overall performance ap-

proaches that of a DM.

A cluster with a large number of computing nodes when configured as a UPC/MPI hybrid

sub cluster provides algorithmic timing values faster than that for the pure DM programming

model. Moreover, the set of DSM sub clusters can be configured into arbitrary topologies

such as a two dimensional toroidal mesh type topology, enabling a more flexible programming

approach and the possibility of reusing well known algorithm designs for high performance

applications.
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Chapter 1

Introduction

1.1 Background

Computer architects and application developers have attempted to extract the maximum per-

formance out of emerging CPU designs and programming paradigms in the last 3-4 decades

in order to run high performance applications. Processor architectures have improved dra-

matically over the years in line with Moore’s Law, which predicts a doubling of power every

18 months [WWW 21]. With the current fabrication densities, it is now possible to have

many thousands of cores per CPU. This has been one direction of advancement. The other

has been to extract more computational power using the MIMD philosophy, i.e. commodity

cluster computing (Hung & Adeli, 1994). Together, these two approaches provide a formidable

computing power in the modern era. This trend makes parallelization of software not optional

but indispensable (Buchau et ai., 2008; Leverich et al., 2007; Cheng et al., 2006). However

the weak point in the whole picture has been the absence of proper tools and programming

paradigms to extract the emerging power of parallel architectures.

Typically a modern computer consists of one or more multicore CPU’s with shared memory.

This means that all CPU’s access the common memory. The software is designed in such a way

that a single process is split into multiple threads. Ideally, one thread per processor should

be assigned. Multithreading is supported by most compilers with the well-known OpenMP

[WWW 08] standard. OpenMP is independent of platform and operating system. A very

important advantage of OpenMP is that load distribution is done dynamically during runtime.

OpenMP is a widely used shared memory programming approach (Smith & Bull, 2001; Blik-

berg, 2003; Wong & Rendell, 2007).

Parallel computing on a commodity computing cluster has been gaining more attention in

recent years due to its cost effectively compared to conventional supercomputers. Furthermore

together with high speed general purpose switched networks, powerful clusters are narrowing

the performance gap between clusters and supercomputers (Sudhakar & Murthy, 1998; Suresh

1
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et al., 2005).

As no physical memory is shared between CPU’s in a HPC cluster, all communication between

processes in such a system must be performed by sending and receiving messages over the

network. Currently, the prevailing programming model for parallel computing on HPC cluster

is message passing. Libraries such as MPI [WWW 01], (Werstein et al., 2003; Smith & Bull,

2001; Lotrič & Dobnikar, 2005; Bova et al., 2000), PVM [WWW 02], (Werstein et al., 2003;

Araiijo et al., 2003; Mattson, 1995), TCGMSG [WWW 03], (Mattson, 1995), and AVS/Express

[WWW 04] have been developed at different research institutions as solutions. MPI is very

popular and allows the software developer full control over the execution of parallel program.

The latest popular distributed shared memory (DSM) systems (Shan et al., 2001; Werstein

et al., 2003, Gansterer & Zottl, 2005; Wong & Rendell, 2007), [WWW 05], also known as

virtual shared memory (VSM) systems [WWW 06], (Mattson, 1995) or partitioned global ad-

dress space (PGAS) systems [WWW 05], [WWW 14], (Husbands & Yelick, 2007), provide a

shared memory abstraction on top of message passing in a HPC cluster. This is a very useful

abstractions for programmers who are familiar with shared memory programming. Libraries

such as TCP-Lindar [WWW 06], (Mattson, 1995), Unified Parallel C (UPC) [WWW 14],

(Husbands & Yelick, 2007), TreadMarks (Keleher et al., 1994), SCASH (Harada et al., 1999),

Co-ORdinated Shared Objects (CORSO) [WWW 15] and Cluster OpenMP* for Intelr C++

Compiler [WWW 07] have been developed at different research institutions to address this

model of programming. A parallel application programmer can write the parallel program as

if it is executing in a shared memory multi-processor and access shared data with general read

and write operations. The software developer leaves the distributed shared memory system

to handle the underlying message passing. It is easier to program with the shared memory

paradigm, especially when the algorithm is very complicated, because the programmer can

concentrate more on the algorithm design rather than on explicitly moving data among pro-

cesses (Shan et al., 2001; Werstein et al., 2003; Gansterer & Zottl, 2005; Keleher et al., 1994).

For an HPC cluster with multi-processor nodes parallelization is more complicated. Here,

CPUs will share local memory on each node, while the overall memory is distributed among

the computing nodes. The system requires a mixed mode programming model (Wu et al.,

2002; Smith & Bull, 2001). While MPI and TCP-Linda can be used for communication be-

tween global nodes in the distributed memory environment (or in a distributed shared memory

environment derived from the DM), inside each MPI process and within each TCP-Linda pro-

cess POSIX threads can be used in order to extract further parallelism, resulting in a mixed
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mode programming model.

Due to the evolving CPU architectures from single processor nodes to symmetric multiproces-

sors and multi-core CPU’s in recent times, the processing hierarchy of a generic cluster has

opened up new approaches for the development of novel parallel programming models.

A flexible programming model, which is scalable and can consolidate a wide hierarchy of shared

and distributed memory architectures within a cluster with nodes having single to multi CPU’s

each with large number of possible cores, is sought after by researchers. Our work is an attempt

in that direction.

1.2 Motivation

Computable tasks can be classified mainly in two different major views, computationally in-

tensive problems and communicative intensive problems. Parallel programming approaches

using a divide and conquer strategy are more efficient when the computation to communi-

cation ratio is high. This has to be considered in the master-slave computation prevalent in

typical cluster computing. Among the programming models widely used on clusters, message

passing is a model that arises directly from the architecture of distributed memory multipro-

cessors and networks of workstations (Smith & Bull, 2001; Sudhakar & Murthy, 1998; Suresh

et al., 2005). A distributed shared memory programming model is more efficient when mes-

sage passing between computing nodes is less, i.e. smaller number of shared variables are used

to communicate between computing nodes [WWW 07]. Therefore, one of the motivations of

this study is to analyze the relevance of the programming models to two classes of real world

problems. The studies done so far (Werstein et al., 2003; Gansterer & Zottl, 2005) show that

DSM implementations always have higher overhead than their DM counterpart irrespective of

the type of task. We reexamine this aspect here. Another aspect we will examine here is the

behavior of the mixed mode programming model under task and architecture scaling. This

forms the hypothesis that there are alternative programming models, that could exploit the

hierarchy of processing capabilities found in a cluster more effectively, even for a restricted

class of computational tasks. Finally, the insights gained in the study might have interesting

implications for emerging large scale multi-core based CPU programming as well.

1.3 Aims and Objectives

The objective here is to evaluate the effects of the programming model on scalability of the

shallow water computational model and for the training of a back-propagation neural network.
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The execution environment is a multinode cluster. Computing the wave propagation in the

tsunami model, where the entire ocean is the solution domain, is challenging, both due to the

huge amount of computation needed and due to the fact that different physics applies in differ-

ent regions (Cai & Langtangen, 2007). Training of neural network using back-propagation is

a computationally intensive task, requiring millions of floating point multiplications (Yoon et

al., 1990; Sudhakar & Murthy, 1998; Suresh et al., 2005; Long & Gupta, 2008). Further, large

amounts of memory is required for neural networks (Novokhodko & Valentine, 2001; Babii,

2007).

Further, as mentioned in section 1.2, we wish to study the impact of memory architectures

associated with distributed memory and distributed shared memory in the extraction of multi-

ple levels of parallelism, for the solution of numerical algorithms and for the training of neural

network using back-propagation algorithms.

1.4 Summary of Main Results

In the tsunami model, two partition schemes, a four by three (4× 3) grid scheme and a eight

by six (8 × 6) grid scheme, have been applied to partition the data into sub-domains. The

two grid schemes have been used for the parallel implementation of this model. We present

four parallel algorithms under each grid scheme: (i) pure TCP-Linda; (ii) mixed mode TCP-

Linda/pthreads; (iii) pure MPI; and (iv) mixed mode MPI/pthreads. The first two parallel

algorithms belong to distributed shared memory approach and the last two algorithms belong

to distributed memory approach.

In both threading and non-threading programming environments, the parallel algorithms for

the distributed shared memory exhibit better performance than the algorithms for distributed

memory, for both grid schemes. Though the distributed shared memory implicitly passes

messages at the lower level, the replication management subsystem have been optimized in

TCP-Linda compared to MPI [WWW 06], to yield better performance.

In the (4 × 3) grid scheme, in both scenarios for distributed memory and distributed shared

memory, non-threading algorithms exhibit better performance than threading algorithms. In

contrast to previous instance, in both algorithms for distributed and distributed shared mem-

ory, the threading algorithms exhibit better performance than non-threading algorithms.

Among the parallel variations not using threads in both memory architectures, the (4 × 3)
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grid scheme shows better performance than (8 × 6) grid scheme. This is due to the ratio of

computation time to communication overhead decreasing faster for domains with smaller size.

However, when the task is scaled up, say up to (8 × 6) grid system, due to the smaller sub-

domain sizes aligning with the available memory in the node, the threaded versions become

more efficient in both MPI and TCP-Linda implementations. In both threading and non-

threading environments, the TCP-Linda version exhibits better performance than the MPI

version. This result is significant as none of the literature reports a class of task that gives

better timing performance under DSM than DM.

Three parallel back-propagation neural network training algorithms have been used to predict

the exchange fluctuation rate as determined by demand and supply conditions in the foreign

exchange market, under each of the memory systems, distributed memory and distributed

shared memory. The first algorithm uses a hybrid partitioning approach and without using

batch back-propagation. The second algorithm uses the batch back-propagation approach and

fast parallel matrix multiplication for weight iterations. Finally, the third algorithm uses the

hybrid partitioning approach and uses batch back-propagation approach within each sub neu-

ral network with fast matrix multiplication for weight iteration.

For all three neural network configurations, the parallel algorithms under the distributed mem-

ory architectures show vastly superior timing than distributed shared memory parallel algo-

rithms. The reason being that according to the code, the neural network assigned to each

TCP-Linda process is read and is written back from/to the distributed shared memory, for

all training tasks. These read and write operations are implemented in TCP-Linda by in and

out operations. The in and out operations take considerable time to act on the user defined

data types, such as “struct”. In the TCP-Linda program, the optimum number of processors

have been dynamically assigned, even though the running time is very high. The third paral-

lel algorithm is more efficient than the other two parallel algorithms in either of the memory

architectures.

Since the communication time per training epoch for a given input pattern is higher than the

time for computations, there is little advantage on the use of threads as a programming tool,

in the neural network scenario.
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1.5 Thesis Outline

The thesis is organized as follows: In Chapter 2, we elaborate on the cluster computing environ-

ments. Mostly focused on programming models such as message passing and distributed shared

memory and on performance comparison among these two programming models. Mixed-mode

algorithms which are used to exploit the parallel hierarchy, are reviewed in Chapter 3. In

Chapter 4, shallow water equations to model the tsunami effect are described. Three parallel

algorithms for the training of artificial neural networks using back-propagation on a cluster are

analyzed in Chapter 5. In Chapter 6, a configurable hybrid DM/DSM cluster environment is

explained and its implementation described. Analysis of results for the shallow water equations

to model the tsunami effect on the proposed configuration is discussed in Chapter 7. Finally,

Chapter 8 gives the conclusion of our research and future directions.



Chapter 2

Cluster Computing

2.1 Background

Cluster computing refers to approach in building up an execution environment consists of two

or more computers via a high speed network in order to take advantage of the cumulative

parallel processing power of those computers [WWW 17] (Shan et al., 2001; Aung et al., 2005).

The recent advances in high speed networks and improved microprocessor performance are

making clusters an appealing vehicle for cost effective parallel computing. Clusters built using

commodity hardware and software components are playing a major role in redefining the con-

cept of super computing (Aung et al., 2005).

Cluster computing is used as a relatively low-cost form of parallel processing for scientific and

other large scale applications that lend themselves to parallel operations. Most important

applications include computational simulations of weather, simulations of material physics,

simulations of molecule dynamics, flow computing, etc. (Ganeshamoorthy et al., 2009; Gane-

shamoorthy et al., 2007; Buchau et al., 2008; Thomas, 1994).

The trend in parallel computing is to move away from specialized platforms to cheaper, gen-

eral purpose systems consisting of loosely coupled components built up from single or multi-

processor workstations or PCs. This approach has a number of advantages including that of

being able to build a platform for a given budget, which is suitable for a large class of appli-

cations and workloads.

Cluster computing has become more popular in recent years as the power of commodity proces-

sors has approached that of workstation processors. The standardization of network hardware

and software protocols has also improved the viability of low cost cluster computing. The

complexity in the high performance applications and the need for ever more computational

power has kept pace with one technological important in processors and network technologies,

thereby making able to design clusters that can meet the computational demand.

7
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However, not all problems are amenable to cluster solutions. As stated in Amdahl’s Law (Hill

& Marty, 2008) the task should have a high fraction of inherent parallelism to be of any use

when parallelized. Depending on the communication costs of the algorithm used to solve the

problem, employing a cluster may bring zero or negative benefits. On the other hand, there

is a wide class of problems which can be cheaply and effectively solved using clusters (Gane-

shamoorthy & Ranasinghe, 2008; Cai & Langtangen, 2007; Suresh, 2005).

Within the limitations of the cluster framework, there are other benefits of clustering. For

example, clusters offer greater scalability than traditional symmetric multiprocessing (SMP)

computers. With additional hardware, the performance of the cluster can increase substan-

tially (Hope & Lam, 2008).

Generally, the target operating system used in a cluster computing machine is Linux being

open and freely available. The Symmetric Multiprocessor (SMP) feature is also recognized by

most Linux distributions.

Existing software tools generally take one of two major approaches to parallel program execu-

tion: message passing or virtual shared memory computing [WWW 06]. These two paradigms

differ in many ways, but most importantly in their approaches to storing the data that is

shared among the various components of a parallel program and to making the data available

to the components that need it as the program runs.

Cluster computing systems can with the help of suitable middleware, provide additional ser-

vices to users. We can use the queuing management software, Portable Batch System (PBS),

to manage jobs submitted by different users [WWW 16]. This forms the basis of Grid Com-

puting (Ouyang et al., 2008).

2.2 Distributed Memory (DM)

Message passing is a model that arises directly from the architecture of distributed memory

multiprocessors and networks of workstations; the best known examples are MPI [1], a widely

implemented standard message passing system, PVM [WWW 02], a library developed around

the concept of a virtual machine that provides a single logical machine across the distributed

memory cluster, TCGMSG [WWW 03], a toolkit for writing portable parallel programs using
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a message passing model, and AVS/Express Parallel Edition [WWW 04], a framework for par-

allel computation on multi-processor and networked computers.

In this approach, each program datum belongs to some specific process, and it must be ex-

plicitly transmitted to any other processes that need it as the program progresses. Sending

and receiving a single such message requires many steps by both the transmitting and receiv-

ing processes, and parallel programs built with message passing systems typically send many,

many messages in the course of execution.

The above message passing libraries may require users to have a deep understanding in par-

allelizing their applications. Doing so will help improve the performance of running parallel

applications on the cluster computing system. Unfortunately, training the users to achieve

such a goal is costly.

2.2.1 Message Passing Interface (MPI)

There are many different versions of MPI libraries available with prominent examples being

MPICH2 [WWW 18], LAM/MPI [WWW 19], and Open MPI [WWW 20]. As a result of this

dominance, vendors of cluster network components often invest considerable time and effort in

developing high performance MPI implementations that can make best use of their underlying

hardware. MPI is very powerful and allows the software developer full control over the exe-

cution of program. Nevertheless, MPI has some disadvantages. The complete program must

be parallelized and not only time-consuming parts. In practice, this is often ignored and some

parts of the program are executed on all nodes with the same data. Then, conflicts in file

access or the like must be avoided. The main disadvantage is that data exchange between

the processes must be implemented by the software developer and load balance must be pro-

vided, too. This makes programming for message passing paradigm hard, especially for large

applications with complex data structures (Werstein et al., 2003; Smith & Bull, 2001; Lotrič

& Dobnikar, 2005).

2.2.2 Parallel Virtual Machine (PVM)

PVM was originally developed at Oak Ridge National Laboratory and the University of Ten-

nessee. The PVM library is developed around the concept of a virtual machine that provides a

single logical machine across the distributed memory cluster. It is freely distributed with Linux

RedHat, providing a structure where a great variety of programs can be officially developed

using the available hardware. PVM transparently handles all message routing, data conversion,
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and task scheduling across a network of incompatible computer architectures. PVM enables a

collection of heterogeneous computer systems to be viewed as a single parallel virtual machine.

A virtual machine is associated with the user that starts it. The virtual machine exists as a

daemon on each of the nodes in the cluster. Processes communicate via the daemon, which

is responsible for handling communication between nodes. With PVM, resource management

is dynamic. PVM includes a console program to manage the virtual machine. The console

allows nodes to be added to or deleted from the virtual machine and provides process manage-

ment utilities. PVM provides diversity of applications in parallel programming mainly because

it supports the languages: C, C++, and Fortran. The planning of buffers and transmitters

are idealized and optimized, providing a high degree of complexity in the structure for data

transmission and reception in the PVM system. Owing to its ubiquitous nature (specifically

the virtual machine concept) and also because of its simple but complete programming inter-

face, the PVM system has gained widespread acceptance in the high performance scientific

computing community [WWW 02], (Werstein et al., 2003; Araiijo et al., 2003; Mattson, 1995).

2.2.3 Theoretical Chemistry Group Message Passing System
(TCGMSG)

TCGMSG is a toolkit for writing portable parallel programs using a message passing model.

This message passing harness was written by Robert Harrison et al. of Battelle Pacific North-

west National Laboratory, USA (previously at Daresbury Laboratory and Argonne National

Laboratory). Supported are a variety of common UNIX workstations, mini-super and super

computers and heterogeneous networks of the same, along with true parallel computers such

as the Cray T3D/E, IBM SP, Intel Paragon, the Kendall Square Research KSR-2, and sev-

eral others. Applications port between all of these environments without modification to the

parallel constructs [WWW 03], (Mattson, 1995).

2.2.4 AVS/Express Parallel Edition

AVS/Express Parallel Edition harnesses the power of multi-processor and networked computers

for high-performance tasks by permitting distributed computation across shared memory or

clustered processor architectures. AVS/Express Parallel Edition allows any combination of de-

vices and platforms to contribute to the most demanding rendering and processing challenges.

AVS/Express has been successfully deployed in a wide range of high performance implemen-

tations that demand the highest levels of processing power, reliability and flexibility [WWW

04].
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2.3 Distributed Shared Memory (DSM)

The distributed shared memory also known as virtual shared memory (VSM) or partitioned

global address space (PGAS) approach is built around a familiar paradigm for writing parallel

programs; multiple processes interacting with and communicating by means of shared mem-

ory. It frees a programmer from having to deal explicitly with data exchange, and therefore,

provides an easier method of programming. The DSM library is responsible for memory consis-

tency maintenance and ensures each process has access to the most recent version of data. The

best known products of this type are SCAI’s TCP-Lindar and Paradiser systems [WWW

06], (Mattson, 1995), TreadMarks (Keleher et al., 1994), SCASH (Harada et al., 1999), UPC

[WWW 05], [WWW 14], (Husbands & Yelick, 2007; Cantonnet et al., 2004), CORSO [WWW

15], and Cluster OpenMP* for Intelr C++ Compiler [WWW 07], (Buchau et al., 2008).

The DSM approach has number of noticeable benefits: (1) It is very simple to learn and to

use, enabling existing programs to be parallelized rapidly and new ones to be developed easily;

(2) It makes creating portable programs much less complicated, since architecture-specific low-

level details are hidden from the user; (3) It enables advanced parallel execution features like

dynamic load balancing to be implemented easily (Werstein et al., 2003; Gansterer & Zottl,

2005).

2.3.1 TCP-Linda

TCP-Linda, introduced in the mid of 1980’s, was the first commercial product to implement

DSM for large workstation clusters and supercomputers. TCP-Linda is a proven industry stan-

dard for parallel programming and is well known for its reliability and efficiency. TCP-Linda

provides a single, logically shared memory to all of the processes in a parallel program.

Each process sees the same data space, and it can read or write shared data by using simple

operations, in and out, respectively. No process ever has to worry about directly communicat-

ing with any other process; all such low level operations are handled by the system itself. The

DSM works in this way regardless of whether it resides physically in a single memory, or it is

actually distributed among the various processors participating in a program execution. TCP-

Linda also differs from message passing in that it includes high-level coordination languages

for parallel programming. It adds functionality to a standard programming language like C,

C++, or FORTRAN for managing ensembles of independent processes, usually via a small set

of simple operations which programmers use to implement parallelism [WWW 06], (Mattson,

1995).
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2.3.2 Unified Parallel C (UPC)

UPC [WWW 14], (Gansterer & Zottl, 2005; Husbands & Yelick, 2007; Brightwell & Wen,

2004; Cantonnet et al., 2004; Patel & Gilbert, 2008) is a parallel extension of the C standard

for distributed shared memory computers. UPC is an example of the Partitioned Global Ad-

dress Space (PGAS) model that offers a global view of computation to the programmer. It

supports high performance scientific applications. In the UPC programming model, one or

more threads are working independently, and the number of threads is fixed either at compile

time or run-time. Memory in UPC is divided into two spaces: (1) a private memory space and

(2) a shared memory space. Every thread has a private memory that can only be accessed

by the owning thread. The shared memory is logically partitioned and can be accessed by

every thread. To improve the performance of memory accesses, UPC introduces the concept

of thread affinity. With this feature, UPC optimizes memory-access performance between a

thread and the per-thread address space where the thread has been bound.

In UPC, workload management is implicit, while workload partitioning and worker mapping

can be either implicit or explicit. Implicit workload partitioning and task mapping are sup-

ported through an API called upc forall which is similar to for iteration in C programming,

except that the content of the iteration will be run in parallel. When this API is used, there is

no need for additional programming effort for programmers to map the task to threads. The

explicit approach in UPC for workload partitioning and worker mapping is similar to the one

in MPI, where programmers have to specify on what will be run by each threads. In UPC,

communication among threads adopt the Partitioned Global Address Space (PGAS) paradigm

by making use of pointers. There are three types of pointer commonly used in UPC: (i) pri-

vate pointer where the private pointers point to their own private address space, (ii) private

pointer-to-share where the private pointers point to the shared address space, and (iii) shared

pointer-to-share where the shared pointers from one address space point to the other shared

address space.

2.3.3 Intelr Cluster OpenMP* (CLOMP)

In May 2006, Intel Corporation introduced the new Cluster OpenMP standard [WWW 07]. It

is based on OpenMP and supports distributed memory cluster computers. In a first step, it

appears to the software developer in the same way as classical OpenMP. One process is started

and threads are created in the parallel section of the program. These threads are distributed

among the computing nodes [WWW 07]. All threads see the same virtual shared memory. For
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efficiency purposes, data must be declared sharable or not. If a thread writes to a memory

page, all other threads on the other nodes are noticed about this action. If a thread reads a

memory page, it is checked to be up-to-date and data is exchanged where required. To keep

data transfer to a minimum, it is necessary to read and write data in a very ordered way.

Cluster OpenMP is used to distribute the threads among the computing nodes. If a node has

multiple processors or multicore CPUs, classical OpenMP distributes the load of a Cluster

OpenMP thread with classical threads among the processors of a node (Buchau et al., 2008;

Wong & Rendell, 2007).

2.3.4 CORSO

CORSO is a representative of the shared object based (SOB) model and is a platform indepen-

dent middleware. The SOB model is a subtype of the VSM model. A central idea of the space

based concept is to have a very small set of commands for managing the objects in the space.

Originally CORSO was developed at Vienna University of Technology, now a commercial prod-

uct, produced by Tecco [WWW 15]. CORSO supports programming in C, C++, Java, and

.NET. In a CORSO run-time environment, each host contains a Coordination Kernel, called

CoKe. It communicates with other CoKe’s within the network by unicast. Noticeable impor-

tant features of CORSO are: (1) processes can be dynamically added to or removed from a

distributed job during execution. Thus, this feature makes CORSO an attractive platform for

dynamically changing grid computing environments, (2) CORSO distinguishes two types of

communication objects: Const objects can only be written once, whereas var objects can be

written an arbitrary number of times, (3) for caching, CORSO provides the eager mode, where

each object replication is updated immediately when the original object was changed, and

the lazy mode, where each object replication is only updated when it is accessed, (4) CORSO

comprises two transaction models, hard -commit (in case of failure, the transaction aborts auto-

matically without feedback) and soft-commit (the user is informed if a failure occurs) [WWW

15].
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2.4 DM Vs. DSM - Comparative Performance on a

HPC Cluster

Parallel computing provides a method to increase the performance of computationally intensive

tasks by distributing their computation across multiple processors. Inter process communica-

tion can be provided through the libraries based on the message passing paradigm, in particular

the MPI and PVM, or through the abstraction of a single memory address space available to all

processes, known as DSM, in particular the TCP-Linda, UPC, CLOMP, CORSO, and Tread-

marks.

Performance evaluation and comparison of representatives of two important parallel program-

ming paradigms, the message passing model and the DSM model, have been studied by several

authors.

2.4.1 Performance Comparison of Treadmarks, PVM, and MPI

TreadMarks DSM system has been compared with the message passing systems, parallel virtual

machine (PVM), and message passing interface (MPI) by Werstein et al. (2003). Three main

classes of parallel problems, namely, synchronous, loosely synchronous, and embarrassingly

parallel have been selected for the case study. Training of back-propagation neural network,

Mergesort and Mandelbrot set programs are chosen to represent the main class of parallel prob-

lems, in that order. The performance tests have been made on a cluster of 32 Intel Pentium

III nodes.

For the MergeSort parallel algorithm, all three libraries show poor performance. The com-

plexity of this problem is n log n which is similar to the complexity of communication. This

causes communications between nodes to override the increased performance of additional

nodes. When increasing the numbers to be sorted only the MPI shows any improvement as

nodes are added. While PVM maintains a constant performance, the performance of the DSM

degrades rapidly. This is due to virtual memory paging overhead. While the MPI program

only shows a small increase in performance, the DSM program shows a major improvement

when the amount of available memory is increased. But when the number of nodes increases,

the DSM program still shows poor performance compared to the message passing programs.

Profiling of the libraries shows that the DSM program generates significantly more network

traffic than the message passing libraries.
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For the Mandelbrot set parallel algorithm, all three libraries had shown similar performance.

However MPI had the best overall performance. PVM also had a better speedup than DSM.

The speedup scales almost linearly up to 24 nodes. After that point, additional nodes had re-

sulted in decreasing performance. The near linear speedup reflects the embarrassingly parallel

nature of this problem. The DSM program consistently generates approximately twice as much

network traffic as the message passing programs. Thus it avoids the accelerating increase in

data exchanged which is the main cause of its poor performance, especially with a high number

of nodes, for the Mergesort and NN programs.

In the training of back-propagation neural network parallel algorithm, two data sets have been

used to train the neural network. The first is the shuttle data set drawn from sensor data

recorded during NASA space shuttle mission. The neural network is a three layer 9 × 40 × 1

network. The second training data set is the forest cover data set. The neural network is

required to determine the type of forest cover. The neural network is a three layer 54×160×1

network.

With the shuttle data set, both message passing libraries show better performance. The

speedup occurs almost linearly up to sixteen nodes before falling off to achieve a speedup of

approximately 21 and 23 with 32 nodes for PVM and MPI, respectively. DSM performs well up

to 8 nodes after which its speedup drops to less than one. With the forest data set, MPI shows

the best performance with a speedup of 21 on 32 nodes. PVM performs similarly to MPI up

to 24 nodes before slowing down a little on 32 nodes. DSM performs comparatively better ob-

taining a reasonable speedup with up to 16 nodes then reducing to a speedup of 3 with 32 nodes.

The slowdown of the DSM program is primarily due to the increase in network traffic which

saturates the network. As the number of nodes is increased the volume of network traffic also

increases. In message passing libraries, this increase is linear, but, in DSM, this leads to an

exponential increase in the amount of data being transmitted for the neural network appli-

cation. The reason for the reduced performance of the PVM version of the neural network

compared to MPI version is due to the poor performance of the broadcast operation of PVM.

The broadcast time for PVM is significantly higher than that for MPI.

2.4.2 Performance Comparison of UPC, CORSO, and MPI

Gansterer & Zottl (2005) have also studied the performance comparisons between the message

passing (MP) paradigm and the DSM/PGAS paradigm. MPI and UPC/CORSO [8] have been
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chosen for the implementation of the MP model and the DSM/PGAS model, respectively. UPC

is a parallel extension of the ANSI C standard for PGAS model. In the UPC programming

model, one or more threads are working independently, and the number of threads is fixed

either at compile time or at runtime. CORSO is a representative of the SOB model. SOB

(shared object based) model is a subtype of the DSM model. In this concept, objects are stored

in a space. In CORSO, processes can be dynamically added to or returned from a distributed

job during execution. Such dynamic allocation or deallocation cannot be implemented either

in MPI or in UPC.

Three benchmark tests have been implemented in MPI, UPC, and CORSO: (i) two classical

summation formulas for approximating π, (ii) a tree structured sequence of matrix multipli-

cations, and (iii) the basic structure of the eigenvector accumulation. Because of the simple

dependency structure (only two synchronization points) of π approximation, it is easy to par-

allelize and allows one to evaluate the overhead of managing shared objects in comparison to

explicit message passing. In the parallel implementation of this problem, each processor com-

putes its partial sum, and then finally all the partial sums are accumulated on one processor.

In the sequence of matrix multiplications, owing to its tree structure, it involves much more

communication than benchmark(i) and is harder to parallelize. If the number of processors

(NP ) allocated to benchmark(ii) is a power of 2, the binary tree is balanced, this leads to

better utilization of the processors involved than for an unbalanced tree. Benchmark(iii) has

the structure of a binary tree with matrix multiplications at each node. However, in contrast

to benchmark(ii), the size of the node problems increase at each stage, this leads to a much

lower computation per communication ratio. This makes it the hardest problem to parallelize.

For the benchmark(i), owing to the high degree of parallelism available, the speedup values

of all three implementations are relatively high. However, DSM implementations show lesser

performance than message passing paradigms. In benchmark(ii), for a balanced binary tree,

the utilization of active processors is maximal, and therefore the speedup curve shows an

oscillating pattern. Owing to the master-worker implementation, the speedup value and the

execution time for one processor and for two processors are equal. For benchmark(iii), the

speedup values are disappointingly low for all three implementations (in some cases, even a

slowdown occurs). This reflects the difficulty of parallelizing benchmark(iii) - in particular, its

low computation per communication ratio. Therefore, the implementations in the DSM/PGAS

model for the all three benchmarks achieve somewhat lower performance than explicit message

passing programs.
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2.4.3 Performance Comparison of CLOMP and OpenMP

Intel Corporation’s Cluster OpenMP (CLOMP) standard transforms a computer cluster with

DM into a DSM system.

Buchau et al. (2008) have compared the CLOMP and OpenMP. CLOMP is used to parallelize

a boundary element method based on the fast multipole method. Efficiency is studied for

electrostatic field problems. The results of the novel CLOMP approach are compared with the

classical OpenMP.

In this exercise, a system of linear equations is solved iteratively and a matrix vector product

is computed in each iteration step. This product is accelerated by the fast multipole method.

The number of operations, which must be evaluated, is relatively small. However, a relatively

large amount of data must be interchanged.

Two numerical examples have been studied to analyze the efficiency of OpenMP and Cluster

OpenMP in the context of a boundary element method (BEM) with the fast multipole method

(FMM). The first example is an electrostatic field problem. A linear system of equations with

81688 unknowns is obtained. A classical BEM approach would result in memory requirements

of 50GB. The FMM compresses the matrix to 500MB.

A second numerical example investigates the steady currents inside a printed circuit board

(PCB). The PCB was discretized with second order quadrilateral elements and the resulting

linear system of equations for the 86453 unknowns is solved. This would require 56GB of

main memory with a classical BEM. The application of the fast multipole method reduces this

amount to 900MB.

Two different computers have been used for the numerical solution of these two examples. One

computer was equipped with 16 Intel Itanium 2 processors with a clock speed of 1.3 GHz. The

other computer cluster consisted of eight computing nodes where each node had two AMD

opteron processors with a clock speed of 2.2 GHz. To determine the speedup of parallelization,

a serial reference program run was run.

Speedup related to matrix assembly and solution of linear system of equations in the case

of OpenMP and Cluster OpenMP have been presented. The speedup for matrix assembly
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was excellent. Even for 16 threads the speedup was 15.8. Unfortunately, the speedup for solu-

tion of the system of linear equations was much worse. Memory bandwidth was only one factor.

Since a DM computer causes communication overhead between the virtual threads, the effi-

ciency of Cluster OpenMP was shown to be worse than the efficiency of OpenMP. Even in

the case of matrix assembly, the speedup for 4 threads, which ran on 2 computing nodes, is

only 3. One reason is that after each writing to memory, the other computing node has to be

informed about this change in the DSM. The speedup for the solution of the linear system of

equations is good in comparison to OpenMP. One reason, has been that the FMM algorithm

was slightly modified in this scenario. Some fast operations were done in each thread. Hence,

data was locally available and was not required to be transferred between the computing nodes.

Finally, the authors concluded that Cluster OpenMP is a promising approach to cluster com-

puters. Particularly, as parallelization is easy to be carried out. Both OpenMP and Cluster

OpenMP were recognized as good choices for an easy and efficient parallelization. Especially

the combination of parallelization with a fast efficient method like that of BEM with the FMM

was very attractive.

2.4.4 Performance and Flexibility of MPI and UPC

The choice of the parallel language has a major impact on the productivity of the HPC devel-

opment process. A set of quantifiable criteria, defines a set of hypotheses based on commonly

held beliefs, and evaluates them empirically with statistical tests, was selected (Patel & Gilbert,

2008). The comparison criteria are variables such as performance that are measurable with

well-defined metrics such as program speedup and run time. Then, the hypotheses are statis-

tically validated using the data from the human-subject experiments conducted as part of the

DARPA High Productivity Computing Systems (HPCS) program.

This approach has been applied to empirically compare message passing (using MPI) and par-

titioned global address space (using UPC) programming models. Two key contributions have

been made: (i) it presents a general approach to comparing parallel programming models using

rigorous statistical hypothesis tests, and (ii) it presents novel hypotheses for comparing the

performance and productivity of the MPI and UPC programming languages, validates them

using empirical data, and analyzes the statistical results.

Data has been collected from the HPCS classroom productivity studies conducted at UCSB in

2006 and 2007, to validate the hypotheses. Parallel implementations with MPI and UPC for
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power method have been developed. The power method is an iterative procedure that finds

the largest absolute eigenvalue and the associated eigenvector of a matrix. The IMB MPI/C

compiler and the Berkeley UPC compiler have been used for development.

Test results have shown to validate some of the commonly held beliefs about parallel pro-

gramming models. MPI programs had lower run times compared to UPC, confirming the

conventional wisdom. When both MPI and UPC programs achieved similar parallel speedup

and scaling behavior on average, a higher variation in the performance of UPC programs has

been observed. Analysis shows that this is because different design choices for parallelization

in UPC being lead to significantly different performance results. Developing a parallel program

for a problem in the PGAS model requires comparatively less effort. This is validated by the

result that UPC programs require less code and thereby less effort compared to MPI.

In the analysis, several UPC solutions which had correctness and performance problems that

typically do not manifest themselves at the scale of development tests were found (Patel &

Gilbert, 2008). This leads them to believe that PGAS languages should be equipped with

profiling capabilities that can optimize accesses to the global address space.



Chapter 3

Extracting Parallelism from a
Hierarchy of Processing Levels in a
Cluster

3.1 Mixed Mode Approach for HPC Cluster Program-

ming.

Shared memory models have been more prominent in the conventional super computing do-

main where uniform memory access (UMA) and non-uniform memory access (NUMA) archi-

tectures have existed (Robertson & Rendell, 2003), but have recently emerged as symmetric

multiprocessors (SMP), where a smaller number of CPUs also have access to a single memory

space. Further, manufacturers have increasingly used clustering of SMP systems together to

build powerful platforms. By utilizing a mixed mode programming model there is a possibil-

ity of taking advantage of the benefits of both shared memory and distributed memory models.

The majority of mixed mode applications involve a hierarchical model; MPI parallelization

occurring at the inter-node level, and OpenMP/POSIX threads parallelization occurring at

intra-node level. Whilst the majority of mixed mode programs implement this type of model

(Smith & Bull, 2001), a number of authors have described non-hierarchical models (Smith &

Bull, 2001; Bova et al., 2000). For example, message passing could be used within a code

when it is relatively simple to implement and shared memory parallelism used where message

passing is difficult.

Figure 3.1 shows the memory hierarchy of a typical HPC cluster. Mainly, a number of nodes

are connected by a high-speed network where, within each SMP node there may be many pro-

cessors; along with each processor’s memory access being either to a high speed cache memory

or the low speed main memory.

Message passing programming code written in MPI is obviously portable and should transfer

20
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Figure 3.1: Mixed mode programming model on HPC cluster Ref. (Wu et al., 2002).

easily to clustered SMP systems. Inside each MPI process there may be three choices: (i)

use POSIX threads for creating threads, one or more threads may belong to the MPI process

mapped to the SMP node; (ii) use shared memory model such as OpenMP to provide a more

efficient parallelization strategy within an SMP node; (iii) use MPI for local processes mapped

to all processors of the each node. Finally, inside each process to use different algorithms that

utilize the cache.

3.1.1 Mixed mode MPI/OpenMP algorithms

Smith & Bull (2001) have studied the benefits of developing mixed mode MPI/OpenMP ap-

plications on both single and clustered SMPs. The following various situations where a mixed

mode code may be more efficient than a corresponding pure MPI implementation, whether on

an SMP cluster or on a single SMP system, are discussed: codes which scale poorly with MPI

(load balance and fine grain parallelism problems); replicated data; ease of implementation;

restricted MPI process applications; poorly optimized intra-node MPI; poor scaling of the MPI

implementation; and computational power balancing.

The code for Game of life problem has been chosen as a case study. This problem is a simple

grid based one, which demonstrate complex behavior. It is a cellular automaton where the

world is a 2D grid of cells which have two states, alive and dead. At each iteration the new

state of the cell is entirely determined by the state of its eight nearest neighbors at the previous

iteration.
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The performance of the two OpenMP codes, OpenMP (SMPD) and OpenMP (Loop), and MPI

code have been measured with two array sizes, 100×100 and 700×700, respectively, for 10, 000

iterations. The code was run on a Sun HPC 3500 system with exclusive access. This system

had 8400 MHz UltraSparc II processors and 8 Giga bytes of memory running Solaris 2.7. Both

the OpenMP codes had shown better performance than the MPI code on both problem sizes.

Thus developing a mixed mode MPI/OpenMP code may give better performance than the pure

MPI code, and would therefore be more suited to an SMP cluster. Therefore three mixed mode

versions of the code have been developed: (i) loop based OpenMP/MPI; (ii) 2D OpenMP/MPI;

and (iii) SPMD OpenMP/MPI. The performance of three codes have been measured with the

same array sizes for the same number of iterations. comparisons of these mixed code with the

pure MPI implementation reveals a performance improvement have been obtained: the over

all timings have reduced and the scaling of the code with increasing thread number is better.

Even when a pure OpenMP implementation gives better performance over a pure MPI imple-

mentation, this does not always mean that a mixed MPI/OpenMP code will give better perfor-

mance than a pure MPI implementation. For example by implementing the mixed mode code

with the MPI parallelization above the OpenMP parallelization, as is often the recommended

case owing to the lack of a guaranteed thread-safe MPI implementation, extra synchronization

is often introduced, which can reduce the performance. For this particular example the mixed

mode code needed to be written with MPI and OpenMP at the same level, rather than using

the more common hierarchical model. This creates issues with portability, relying on thread-

safe MPI implementation, and adds to the code complexity, but increases performance.

Mixed mode programming style will not always be the most effective mechanism on SMP

systems and cannot be regarded as the ideal programming model for all codes. Benefits may

be obtained under the following MPI code environments: (i) poor scaling with MPI processes

due to load imbalance or too fine a grain problem size; (ii) from memory limitations due

to the use of a replicated data strategy; and (iii) from a restriction on the number of MPI

processes combinations. Further more, if the system suffers from a poorly optimized or lim-

ited scaling MPI implementation, then a mixed mode code may increase the code performance.
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3.1.2 Mixed mode MPI/pthreads and MPI/cache algorithms

Different types of matrix multiplication algorithms on system having multiple memory layers

to show how performance is affected in mixed mode programming without a good cache al-

gorithm, even when the work load is perfectly balanced, were used (Wu et al., 2002). The

cache layer matrix multiplication algorithms such as simple three loops algorithm, blocking

C algorithm, blocking A algorithm, transform and blocking A algorithm, recursive algorithm,

and Strassen’s algorithm have been used in their case study, which vary from those that have

high cache misses to those that effectively use cache. Overlapping matrix B, non-overlapping,

blocking, and transform and blocking matrix multiplication algorithms are chosen for the SM

layer. Two dimensional broadcasting and Cannon’s matrix multiplication algorithms are se-

lected for the DM layer. SM layer algorithms and DM layer algorithms are implemented in

Pthreads and in MPI, respectively. In the mixed mode programming model, MPI is used for

the communication between global nodes and, within each MPI node Pthreads are used for

creating one or more threads.

When the matrix size is power of 2, Strassen’s algorithm shows the best performance. Other-

wise, when the shapes of the matrices are not square, the cache misses caused by the block shell

method and copying overhead reduces the performance of the following algorithms: transform

and blocking A algorithm, recursive algorithm and Strassen’s algorithm. The best performing

algorithm is the blocking A algorithm.

With a good underlying cache algorithm, the performances of all SM algorithms are similar.

The overall performance is not considerably affected when the number of threads are increased.

However, when a cache sensitive SM algorithm is combined with a bad cache algorithm, there

is a performance gain with an increased number of threads. Because, when the number of

threads are increased the smaller block size per thread actually fits into cache thus reducing

the cache misses.

When the underlying cache algorithm is bad, MPI algorithms shows better performance than

Pthreads algorithms. The reason is that DM algorithms always split the data into smaller

blocks while the SM algorithms works on a bulk data, and thus causing more cache misses.

But, with good underlying cache algorithm, the choice of number of MPI tasks combined with

the choice of number of threads does not seem to be so important. Without a good cache

algorithm, run timings fluctuate. Different combinations of MPI tasks and number of threads

exhibit different performance. The main dependence is on how the algorithms divide data and
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thus make good use of cache as the chunk size decreases. For parallel algorithms with bad

underlying cache placement algorithms utilized in a mixed programming mode, the saturation

of the thread space beyond the total number of computing threads equal to the number of

available processors should provide a modest performance enhancement.



Chapter 4

Shallow Water Model on a Cluster

Our aim here in this chapter is to study the impact of memory architectures associated with

distributed memory and distributed shared memory in the extraction of multiple levels of

parallelism, for the solution of numerical algorithms. We also evaluate the effects of the pro-

gramming model on scalability of the algorithms for the shallow water application. Computing

the wave propagation in the tsunami model, where the entire ocean is the solution domain,

is challenging, both due to the huge amount of computation needed and due to the fact that

different physics applies in different regions (Cai & Langtangen, 2007).

4.1 Shallow Water Equations

The shallow water equations have been widely used to study the Tsunami phenomenon (Del-

lar & Salmon, 2005; Williamson et al., 1991), as a model of the basic fluid dynamics of the

ocean. Solving partial differential equations numerically for real-life problems is computation-

ally demanding, therefore, utilizing super-computers/clusters efficiently, is important in order

to achieve computational efficiency (Blikberg, 2003). Strategies to improve the accuracy and

overall quality of model predictions have been and continue to be of great interest to numerical

model developers but in addition to accuracy, the utility of a numerical model is greatly af-

fected by the algorithm’s efficiency (Sanders & Pau, 2003). Refer Appendix I for more details

about shallow water equations.

4.2 Related Work

4.2.1 Parallel Simulations of Tsunami Effect

Hybrid tsunami simulators that allow different sub-domains to use different mathematical

models, spatial discretizations, local meshes, and serial codes have been proposed (Cai &

Langtangen, 2007). Boussinesq water wave equations given below are used for this purpose.

25
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∂η

∂t
+∇.(H + αη)∇φ+ εH

(
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6

∂η
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− 1
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∇H.∇φ
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∇H = 0, (4.2.1)
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(
H∇∂φ

∂t

)
+
ε

6
H2∇2∂φ

∂t
= 0, (4.2.2)

where η and φ are primary unknowns denoting, respectively, the water surface elevation and

velocity potential. The water depth H is assumed to be a function of the spatial coordinates

x and y. In equations (4.2.1) and (4.2.2), the weak effect of dispersion and nonlinearity is

controlled by the two dimensionless constants ε and α, respectively. The widely used linear

shallow water equations can be derived by choosing ε = α = 0,

∂η

t
+∇. (H∇φ) = 0, (4.2.3)

∂φ

∂t
+ η = 0. (4.2.4)

The equations from (4.2.1) to (4.2.4) are used to model the tsunami. The equations (4.2.1)

and (4.2.2) are resolved by unstructured meshes and finite element discretization, whereas

structured meshes and finite differences are commonly used for equations (4.2.3) and (4.2.4).

Such a parallelization strategy is most easily realized by using sub-domains, such that the

entire spatial domain Ω is decomposed into a set of overlapping sub-domains {Ωs}Ps=1. In

generic setting, where a partial differential equation (PDE) is expressed as  LΩ(u) = fΩ, the

Schwarz algorithm consists of an iterative processes generating u0, u1, · · · · · · , uk as a series

of approximate solutions. During Schwarz iteration k, each sub-domain first independently

updates its local solution through

 LΩS

(
Uk
s

)
= fk−1

Ωs
, (4.2.5)

where fk−1
Ωs

refers to a right-hand side which is restricted within Ωs and depends on the latest

global approximation uk−1. Then, the new global solution uk is composed by sewing together

the sub-domain local solutions uk1, u
k
2, u

k
3, · · · · · · , ukP .

Equation (4.2.5) thus opens for the possibility of using different local solvers in different sub-

domains. Taking the idea of additive Schwarz one step further, different mathematical models
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in different sub-domains can be applied. Therefore, different serial codes may be deployed re-

gion wise. The hybrid parallel tsunami simulator has been implemented using object-oriented

techniques and is based on an existing advanced C++ finite element solver named class Boussi-

nesq applicable for unstructured meshes, and a legacy F77 finite difference code applicable for

uniform meshes. The resulting hybrid parallel tsunami simulator thus has full flexibility and

extensibility (Cai & Langtangen, 2007).

4.2.2 Parallel implementation of a highly nonlinear Boussinesq equa-
tion model through domain decomposition

Applications of the Boussinesq equations cover a broad spectrum of ocean and coasted prob-

lems of interest, from wind wave propagation in intermediate and shallow water depths to the

study of tsunami wave propagation across large ocean basins. In general, implementations of

the Boussinesq wave model to calculate free surface wave evolution in large basins are com-

putationally intensive, requiring large amount of CPU time and memory. To facilitate such

extensive computations, a parallel Boussinesq model has been developed by the Sitangang &

Lynett (2005), using the domain decomposition technique in conjunction with MPI. The par-

allel Boussinesq model developed is based on its serial counterpart. The governing equations

consist of the two-dimensional depth-integrated continuity equation:

∂H

∂t
+∇. (Hux)−

µ2∇.
{
H

[(
1

6

(
η2 − ηh+ h2

)
− 1

2
z2
x

)
∇S +

(
1

2
(η − h)− zx

)
∇T
]}

= 0 (4.2.6)

and the horizontal momentum equation:
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2
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{
1

2
z2
x∇S + zx∇T −∇

(
1

2
η2S + ηT

)}
+

∇
{
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1
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(ux.∇)S +

1

2
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}
= 0 (4.2.7)

where S = ∇.ux, T = ∇. (hux) +
∂h

∂t
, h is depth, η is free surface elevation, H = h+ η, ux is

horizontal velocity vector, zx is reference depth, and t is time. Equations (4.2.6) and (4.2.7)
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differ from the equations given by Wei et al. (1995) in the inclusion of the time derivatives of

the depth (ht − htt) to account for temporal bottom profile changes that occur during land-

slide/earthquake, which is one of several possible sources of tsunami.

The parallel approach has three important aspects, domain decomposition, communication,

and parallel solver of the tridiagonal system of the simultaneous linear equations. Three differ-

ent domain sizes have been considered: 500× 500, 1000× 1000, and 2000× 2000. The overall

performance of the model is very good. The efficiency of the model decreases as the number of

processors increases which is apparent in the case of 500× 500− and 1000× 1000− domains.

The rate of the efficiency decrease is faster for smaller domain. This is due to the ratio of

arithmetic operation time to communication time decreasing faster for domains with smaller

number of nodes. The performance of the model improves as the number of grids increases;

a favorable feature of a parallel model which is intended for simulation on ever-increasing do-

main sizes. Thus, this parallel model provides a good opportunity for large wave-resolving

simulations in the nearshore, with global domains of many millions of grid points, covering

O(100km2) and greater basins. Further, real-time simulation with Boussinesq equations have

become a possibility.

4.2.3 Implicit Parallel FEM Analysis of Shallow Water Equations

Jianga et al. (2005) have solved the shallow water equations (SWEs) as the governing equation

to model a river flow. SWEs are implemented on clustered workstations. For the parallel com-

putation, the mesh is automatically partitioned using the geometric mesh partitioning method.

The governing equations are then discretized implicitly to form a large sparse linear system,

which is solved using a direct parallel generalized minimum residual algorithm (GMRES). The

shallow water equations (4.2.8) and (4.2.9) used here are obtained by integrating the conser-

vation of mass and momentum equations with assuming a hydrostatic pressure distribution in

the vertical direction.

∂η

∂t
+
∂qj
∂xj

= 0 (4.2.8)
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+
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ρ

(
τ si − τ bi

)
+
∂

xj

[
v

(
∂qi
∂xj

+
∂qj
∂xi

)]
, i, j = 1, 2 (4.2.9)

where η is the water elevation, H is the water depth, qi = Hui, ui is the mean horizontal

velocity, g is the gravitational acceleration, v is the eddy viscosity, ρ is the water density, τ si is
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the surface shear stress, and τ bi is the bottom shear stress.

The finite element method for triangular elements is used for the spatial discretization. Three

kinds of finite element meshes are used to simulate the velocity field in the two numerical

examples, flow around a circular cylinder and flow in the River. MPI has been used for the

communication between nodes. The computed results agree well with the observed results.

The good speedup and efficiency for the parallel computation show that the parallel comput-

ing technique is a good method to solve large-scale problems (Jianga et al., 2005).

4.3 Linear Long Wave Theory

There are many different numerical methods for computing shallow water equations on a sphere.

Therefore, a standard test suite of seven problems for evaluating numerical methods for the

shallow water equations in spherical geometry was proposed by Williamson et al. (1991),

and accepted by the modeling community in order to compare newly proposed methods. The

shallow water equations are widely used as a prototype to study phenomena like wave-vortex

interactions that occur in more complicated models of large scale atmosphere/ocean dynamics

(Dellar & Salmon, 2005).

Consider the sea to be a volume of incompressible water on a rotating sphere, with Coriolis

force, fu. The horizontal coordinates are x and y, the vertical coordinate z, which is zero at

the mean sea surface and positive upwards. The sea bed is located at z = −H, and the surface

is located at z = h. The linear shallow water equations [WWW 09], [WWW 09], [WWW 11]

consists of the continuity equation

∂h

∂t
+

∂

∂x
[u(h+H)] +

∂

∂y
[v(h+H)] = 0 (4.3.1)

and the conservation of horizontal momentum
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(4.3.2)
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∂v

∂x
+ v

∂v

∂y
+ fu = −g∂h

∂y
(4.3.3)

u and v are the velocity components in x− and y−direction, h is the surface elevation and g
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is the acceleration due to gravity.

Defining the equations in terms of the discharge fluxes U = uH, V = vH, leads to dis-

cretizations that always satisfy the conservation of mass. Then the conservation of horizontal

momentum can be written as

∂U
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+

∂

∂x

(
U2

h+H

)
+

∂

∂y

(
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, (4.3.4)
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The finite difference approximations using centered differences in space and a leap-frog time

discretisaion, are based on a staggered grid corresponding to an Arakawa C-grid (Cai & Lang-

tangen, 2007; Goto & Ogawa, 1992), with the continuity equation centered on the point(
xi, yj, tk+ 1

2

)
and the equations of motion centered on the points

(
xi+ 1

2
, yj, tk

)
and

(
xi, yj+ 1

2
, tk

)
,

respectively. Writing D ≡ h + H, and using upwind differences for the convection terms to

maintain stability it follows that
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where with up-winding,

U
k− 1

2

i,j+ 1
2

{
≥ 0 λ1,1 = 0, λ2,1 = 1, λ3,1 = −1

< 0 λ1,1 = 1, λ2,1 = −1, λ3,1 = 0

and similarly for the other terms. The difference equations on a rectangular grid in terms

of spherical polar coordinates. An accurate representation of tsunami running up the shore

implies a grid spacing of no more than 100 meters in a region of about 4 km out from the

shore. As this fine grid is not reasonable over the whole ocean a succession of overlapping grids

is necessary near the coast. A data decomposition scheme is applied for the parallel solution

of the shallow water equations. In data decomposition, we keep the sequential formulation of

the problem, but distribute the data and operations among the processors. The scalability of

several data decomposition algorithms for finite difference atmospheric and ocean models has
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been analyzed by several authors (Skalin, 1996; Thomas et al., 1994).

Figure 4.1: Three possible ways of decomposing a rectangular domain. The numbers in the sub-

domains represent the processor number.

Several strategies exist within the data decomposition paradigm for dividing domains into

sub-domains. In the two-dimensional grid, the computational domain is decomposed both in

x and y coordinate directions. In many cases, the computation is proportional to the volume

of a sub-domain and the communication is proportional to the surface area. In such cases, a

logical strategy is to partition the domain in such away that it minimizes the surface area of

each sub-domain relative to its volume. This keeps the computation-to-communication ratio

high. In this study, two-dimensional decomposition is chosen and this involves assigning each

sub-domain to a processor and solving the equations for that sub-domain on the respective

processor. With the two-dimensional decomposition, no global information is required at any

particular grid point and interprocessor communications are required only at the boundaries of

the sub-domains. The inner-border of a sub-domain requires the outer border of the adjacent

sub-domain during a time-step because of the spatial discretization [WWW 09], [WWW 10],

[WWW 11].

4.4 Algorithm Design

In our work, the domain decomposition method is used to parallelize the tsunami model. In

this method, the parallel algorithm is very similar to the serial algorithm with some additional

routines added to facilitate the communication between processors. Using this method, all

the processors involved in the parallel calculations basically perform the same computational

operations. The only difference is in the data being processed in each processor.

The physical or computational domain used in our case study is rectangular in shape. In the

domain decomposition method, the rectangular domain is divided into several smaller rectan-

gular sub-domains, where the number of sub-domains is equal to the number of processors used.

With 4 processors, for example, there are three possible ways of decomposing the domain into

equal-area parts as depicted in Figure 4.1. The best decomposition depends not only on the
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architecture of the system being used, but more importantly on the memory limitations on each

node, especially in commodity clusters, as such, an assignment like two by two is recommended.

Figure 4.2: (A) Overview of the unstructured grid and assignment of worker nodes to sub-domains.

(B) Arrows indicate the inner-worker communication.

An important aspect in decomposing the domain is the load balancing, i.e. all processors should

have equal or almost equal amount of data to be processed. If the number of grid points is

divisible by the number of processors, the grid points in each processor is simply the ratio of the

number of grid points to processors. If it is not, the remainder is distributed across the first m

processors, where m is the remainder. The load should be balanced in both x- and y-directions.

Figure 4.3: Linear shallow water wave profiles at three different time-steps (ts) calculated using 48

processors.

Two grid schemes, a 12-node (4× 3) grid system and a 48-node (8× 6) grid system, are used

to parallelize the tsunami model with a domain size of 1226 × 900. Portions of the domains

are assigned to each of the worker nodes, as illustrated in Figure 4.2 where each sub-domain is

labeled with a processor (worker) number. Snapshots of the free surface evolution are shown in
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Figure 4.3. Data for each sub-domain is stored with each processor including water depth, co-

ordinates, and initial disturbance. This data is read by each of the workers in a pre-processing

stage i.e., prior to initiating the time-integration loop. Since the model updates the solution

explicitly using local data, each processor works independently of the others but requires data

from neighboring workers to update solution along sub-domain boundaries. The exchange of

data between processors occurs several times per time step. There are two key features to this

exchange: First, only data along the boundaries between processors is exchanged. Second, each

processor is only required to communicate with at most four other processors. The domain

decomposition is performed with this second feature in mind to avoid communications between

more than four other processors.

Communication occurs between two adjacent processors during message passing. In passing

the data from one processor to another, an efficient and safe communication must be devel-

oped. To efficiently exchange the data between adjacent processors, the data is first stored

in a contiguous memory prior to executing the sending processes. At the same time contigu-

ous memories of the same size as used in the sending processes are created to receive the data

from the sending processes. At this point, the data is ready for sending and receiving processes.

In this model, message passing occurs four times per time step, the MPI function, MPI Sendrecv,

and the TCP-Linda operations in and out are used to perform the data exchange between global

nodes in the respective programming models. This corresponds to eight messages per time step

per processor independent of the number of processors being used. Many more messages are

sent during pre-processing, but these are ignored for run-time analysis purposes since time

integration is by far the most time consuming element of the program. The generic parallel

algorithm is outlined below. The original MPI FORTRAN version of the algorithm has been

provided by (R.Wait, informal communication, March 10, 1996).

Algorithm 4.1: Generic parallel algorithm for the tsunami model

1. Decompose rectangular domain into load-balanced rectangular sub-domains, the width

and the length of a rectangular sub-domain are approximately,

(
W

Nw

)
and

(
L

Nl

)
, re-

spectively, where W and L are the width and length of domain, and NP = Nw ∗Nl is the

number of processors to be used in the (Nw ×Nl) grid scheme.

2. Specify parallel language related parameters, such as locations, neighbors, sub-domain

sizes, and file names, of processors. Location of kth processor is (rk, ck), where

rk =

((
k

gdm1

)
+ 1

)
and ck = (k − (rk − 1) ∗ gdm1 + 1) with gdm1 and gdm2 being
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dimension of the grid. In the four by three grid scheme, gdm1 = 3 and gdm2 = 4, and

in the eight by six scheme, gdm1 = 6 and gdm2 = 8.

For k = 0, 1, 2, · · · · · · , (gdm1 ∗ gdm2 − 1), define northk , southk , eastk , and westk to

be the neighbors located in the side of north, south, east and west of the kth processor,

then:

northk = k − gdm1 if rk > 1

southk = k + gdm1 if rk < gdm2

eastk = k + 1 if ck < gdm1

westk = k − 1 if ck > 1

3. Input data and initial conditions:

(a) Each processor, Pk, read the water depth, coordinates, and initial disturbance from

the text file assigned in step 2.

(b) Each processor, Pk, exchange sub-domain boundary data from eastk to westk, from

westk to eastk, from northk to southk, and from southk to northk, in order.

4. Set parameters and coefficients used at the open sea boundary.

5. Repeat the following steps for the pre-defined time-steps:

(a) Each processor, Pk, exchange sub-domain boundary data from eastk to westk.

(b) Each processor, Pk, exchange sub-domain boundary data from northk to southk.

(c) Computation of the equation of continuity.

(d) Setting of the open sea boundary condition.

(e) Each processor, Pk, exchange sub-domain boundary data from westk to eastk.

(f) Each processor, Pk, exchange sub-domain boundary data from southk to northk.

6. Gather computed results among all processors.

7. Compute the output on processor, Pk, where both southk and westk are equal to null.

4.5 Implementations

In the domain decomposition method used, the rectangular computational domain is divided

into several smaller rectangular sub-domains, where the number of sub-domains is equal to

the number of processors used. Let W and L are the width and length of the computational

domain, NP = (Nw ∗Nl) is the number of processors to be used in the Nw by Nl grid scheme,
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and if the number of grid points is divisible by the number of processors. Then the width

and length of a rectangular sub-domain are

(
W

Nw

)
and

(
L

Nl

)
, respectively. Otherwise, the

remainder is distributed across the first Mw and Ml processors in the Nw and Nl grid scheme,

where Mw and Ml are the remainder of

(
W

Nw

)
and

(
L

Nl

)
, respectively.

Since the model updates the solution explicitly using local data, each processor works inde-

pendently of the others but requires data from neighboring workers to update solution along

sub-domain boundaries as shown in Figure 4.2. Communication occurs between two adjacent

processors using message passing. Therefore, we must explicitly program data transfers among

processors.

Data is partitioned into sub domains, a four by three grid scheme and an eight by six grid

scheme, used for the parallel implementation of this model. In each of the grid schemes, there

are four parallel variations: (1) distributed memory without threads; (2) distributed memory

with threads; (3) distributed shared memory without threads; and (4) distributed shared mem-

ory with threads. Implementations use the Message Passing Interface (MPI) library [WWW

01], the TCP-Linda [WWW 06] and the pthread library [WWW 12].

The mixed-mode programming model that uses thread programming on the shared memory

layer and message passing programming on the distributed memory layer is a method com-

monly used to utilize the memory resources efficiently (Wu et al., 2002). In the distributed

memory mixed-mode programming model, MPI is used for the data communication between

the global nodes, and within each MPI process, pthreads are used. In the distributed shared

memory mixed-mode approach, TCP-Linda is used for the data communication between the

global nodes, and within each TCP-Linda process, pthreads are used.

In all, eight algorithmic variations were implemented on the high performance cluster, Monolith

[WWW 13]. The Monolith cluster consists of over 396 nodes. Each node has two Intel Xeon

processors at 2.2 GHz, 2 GBytes primary memory (ECC DDR), 512KB cache and a disk

memory with 80 GBytes. In addition there is a common main disk storage of 7 TBytes. The

operating system is Linux version 2.4.34-capl-smp. MPI (ScaMPI) on monolith runs on the

SCI-network with a 2-rank ping-pong of around 250 MB/s and 4.5 micro seconds (large packet

bandwidth and small packet latency respectively). TCP-Linda on monolith runs on TCP

(which runs on a far from perfect 100 Mbps ethernet). Performance reach of MPI on TCP is

around 10 MB/s and 60-100 microseconds.
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4.5.1 Distributed Memory Implementation

MPI library is used to implement the Algorithm 4.1. Coordinates of each worker node at the

assigned two dimensional grid scheme are computed according to their rank value. Rank of

north, south, east, and west neighbors of each worker nodes, as depicted in Figure 4.2, are

evaluated. Data for each sub-domain is read from a text file and is stored locally by each

worker node, including water depth, coordinates, and initial disturbance. These computations

and data assignments are done prior to initiating the time integration loop. Since the model

updates solution explicitly using local data, each worker works independently of others but

requires data from neighboring workers to update solution along sub-domain boundaries. The

function MPI Sendrecv, which is standard in MPI library, is used to exchange boundary data

between neighboring workers. Twelve and forty eight MPI processes are created to simulate

the parallel algorithm for the tsunami model under the four by three and eight by six grid

schemes, respectively.

4.5.2 Distributed Shared Memory Implementation

TCP-Linda is used to implement the parallel algorithm. To achieve exchange of boundary

data between neighboring workers, the in and out operations defined in TCP-Linda are used.

The operation eval defined in TCP-Linda is used to create Linda processes at run time. This

is the most important feature of Linda compared to MPI. Twelve Linda processes are created

by calling eval at run time to simulate the parallel algorithm for tsunami model under the

four by three grid scheme. Similarly, forty eight Linda processes are created to run the parallel

algorithm under eight by six grid scheme.

4.5.3 Results

The MPI (ScaMPI) compiler and TCP-Linda are used to run the parallel algorithms for the

tsunami model under DM and DSM environments, respectively, on the high performance com-

puting cluster, Monolith [WWW 13]. The fundamental computations involved are matrix-

vector multiplication, vector-vector multiplication, scaler multiplication and addition. We have

used 49, 000 time steps to simulate the model. Twelve and forty eight computing nodes are

assigned at run-time to simulate the model under four by three and eight by six grid schemes,

respectively. Table 4.1 shows the timing values for the eight scenarios arising from the four

parallel variations of the algorithm mentioned above. Table 4.2 shows the relative performance

trade-offs within MPI and TCP-Linda implementations.
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MPI TCP-Linda

Nodes wot wt wot wt

12 9686.54 11053.54 2743.74 3297.78

48 11934.38 10273.73 3183.43 2845.34

Table 4.1: Run time in seconds (wot - without thread; wt - with thread)

MPI TCP-Linda

Thread overhead (12 node) 1.14 1.20

Increase in scalability overhead 1.23 1.16

(12 to 48 node; without thread)

Decrease in scalability overhead 0.93 0.86

(12 to 48 node; with threads)

Table 4.2: Running time factors.

4.5.4 Analysis of Results

Table 4.1 shows the average timing values for the eight scenarios arising from the four par-

allel variations of the algorithm mentioned above (Appendix E contains the timing values).

Consider the four by three grid scheme, in both threading and non-threading programming

environments. The parallel algorithms for the distributed shared memory exhibit better over-

all performance than the algorithms for distributed memory. Though the distributed shared

memory implicitly passes messages, the replication management subsystem has been optimized

in TCP-Linda compared to MPI [WWW 06], to yield better performance.

In the four by three grid scheme, in both scenarios for distributed and distributed shared

memory, non-threading algorithms exhibit better performance than threading algorithms. One

possible explanation for this is that each node keeps nine, two dimensional floating point type

arrays of size equal to the sub domain size. Because of the memory limitations it is not possible

to declare local two-dimensional arrays for threads, causing all threads in a node to concur-

rently use global arrays for their own computations.

Now consider the eight by six grid scheme with the identical input data size. Here too, for

both threading and non-threading programming environments, the parallel algorithms for the

distributed shared memory exhibit better overall performance than the algorithms for dis-

tributed memory. In contrast to previous instance, both algorithms for distributed and dis-

tributed shared memory, the threading algorithms exhibit better overall performance than

non-threading algorithms. This is because that the sub domain size allocated to each node is

half size of sub domain size of the smaller grid scheme of four by three size. The local two
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dimensional floating point type array allocation for threads in a node is now possible compared

to the four by three grid system. Therefore, since all threads of a node work independently,

the threading parallel algorithm shows better overall performance than non-threading parallel

algorithm.

Among the parallel variations not using threads in both memory architectures, the four by

three grid scheme shows better performance than eight by six grid scheme. This is due to

the ratio of computation time to communication overhead decreasing faster for domains with

smaller size. However, when the task is scaled up, say up to eight by six grid system, due to

the smaller sub-domain sizes aligning with the available memory in the node, the threaded ver-

sions become more efficient in both MPI and TCP-Linda implementations. In both threading

and non-threading environments, the TCP-Linda version exhibits better performance than the

MPI version. Also, independently in MPI and TCP-Linda scenarios, best timing is obtained

for the smaller grid size of (4× 3), without threads.

Typically, each node in the grid exchanges boundary data among each of their peer neighbors.

Eight messages per node per time step and 49000 time steps gives 392000 messages involving

large arrays of floating point numbers.

Table 4.2 shows the relative performance trade-offs within MPI and TCP-Linda implementa-

tions. Significantly, the 12 node thread overhead for TCP-Linda is higher than the equivalent

MPI version owing to the effect of sharing data structures. The scalability overhead is much

lower in TCP-Linda compared to MPI, implying the efficiency of TCP-Linda middleware for

large scale problems. Where memory space permits both MPI and TCP-Linda to operate

threaded versions have more or less the same overhead with respect to their best timings.



Chapter 5

Artificial Neural Network Model on a
Cluster

Numerous advances have been made in developing intelligent systems, some inspired by bi-

ological neural networks. Artificial Neural Networks (ANNs) are based on the present un-

derstanding of the human biological nervous system (Long & Gupta, 2008). It represents a

massively parallel system with hierarchical structured interconnection. This feature inspires

the ANN researchers to design systems that are based on parallel processing as a alternative to

the sequential processing architecture. ANNs have been shown to be powerful computational

models that can effectively address forecasting stock processes, complex pattern classification,

pattern recognition, face recognition, medical imaging, control, nonlinear function approxima-

tions, etc. (Sudhakar & Murthy, 1998; Suresh et al., 2005; Long & Gupta, 2008; Bazanov et

al., 2002; Pethick et al., 2003; Jain et al., 1996). Although successful applications can be found

in certain well-constrained environments, none is flexible enough to perform well outside its

domain (Jain et al., 1996). ANNs provide exciting alternatives, and many applications could

benefit from using them. Though ANNs have been studied since 1940s they are a relatively

new method for modeling and forecasting financial data (Thulasiram et al., 2003). Time series

analysis has direct implication in financial markets (Thulasiram et al., 2003; Chan et al., 2000;

Chen et al., 2003; Skabar & Cloete, 2002). The high degree of complexity present in ANNs

makes them computationally expensive to simulate (Novokhodko & Valentine, 2001; Long &

Gupta, 2008). A class of ANN paradigms involve a learning phase in which the ANN is trained

with a set of already known cases of a problem. The trained ANN is then used in a real

environment to solve unknown instances of the problem. This is known as the recall phase

(Jain et al., 1996). The learning phase usually takes a large amount of computing time for

all but simple toy problems. For practical problems where the training data is large, training

times of the order of days and weeks are not uncommon on serial machines (Long & Gupta,

2008; Sudhakar & Murthy, 1998; Suresh et al., 2005; Pethick et al., 2003; Sundararajan &

Saratchandran, 1998). This has been the main stumbling block for ANNs use in real-world

39
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applications and has also greatly impeded its wider acceptability. The problem of large train-

ing time can be overcome either by devising faster learning algorithms or by implementing

the existing algorithms on parallel computing architectures (Yoon et al., 1990; Sudhakar &

Murthy, 1998; Suresh et al., 2005). Improving the learning algorithm per se is an active area

of research (Sheng Ma & Farmer, 1997), Osowski & Stodolski, 1996), but this case study fo-

cuses on the latter approach of parallel implementation. The good thing about this approach is

that an improved fast learning algorithm can be further speeded up by parallel implementation.

Parallel architectures for implementing ANN can be subdivided into general purpose paral-

lel computers and neurocomputers. Neurocomputers are designed as hardware boards and

systems for high-speed ANN simulations (Atlas & Suzuki, 1989). Neurocomputers can be

classified as general purpose or special purpose (Treleven, 1989). A general-purpose neuro-

computer is programmable and is capable of supporting a large range of ANN models, whereas

a special purpose neurocomputer implements one neural model on dedicated hardware. The

latter benefits from higher speed than the former. Most neurocomputers are based on process-

ing elements computing in parallel. A survey by Solheim (1995) lists about 80 different digital

neural hardware projects. However at the time, only twenty of these proposed architectures

have been implemented.

ANNs can be subdivided into three main groups according to the training approach (Hu et

al., 2007; Heaton, 2005): (1) supervised, (2) unsupervised, and (3) various hybrid approaches.

Supervised training is accomplished by giving the ANN a set of sample data along with the

anticipated outputs from each of these samples. It is the most common form of ANN training.

As supervised training proceeds, the ANN is taken through several iterations, or epochs, until

the actual output of the ANN matches the anticipated output, with a reasonably small error.

Each epoch is one pass through the training samples.

Unsupervised training is similar to supervised training except that no anticipated outputs are

provided. This training usually occurs when the ANN is to classify the inputs into several

groups. The training progress through many epochs, just as in supervised training. As train-

ing progresses the classification groups are ‘discovered’ by the ANN.

There are number of hybrid methods that combine several aspects of supervised and unsuper-

vised training. One such method is called reinforcement training (Hu et al., 2007). In this

method, the ANN is provided with sample data that does not contain anticipated outputs, as

is done with unsupervised training. However, for each output, the ANN is told whether the
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output was right or wrong given the input.

Multi-layer perceptron (MLP), Hopfield net, and Hamming net networks are based on super-

vised trained ANN (Jain et al., 1996). Among them MLP ANN is most popular for supervised

learning (Pethick et al., 2003). It consists of several layers of computational elements. ANN

research grew rapidly with the introduction of the back-propagation algorithm for training the

feed-forward ANN. This training algorithm is used in the research presented in this case study,

and the algorithm will be thoroughly explained in the following sections.

Parallel algorithms for some of ANN models and applications including a few on financial fore-

casting have been reported (Sudhakar & Murthy, 1998; Long & Gupta, 2008; Araiijo et al.,

2003; Bazanov et al., 2002; Novokhodko & Valentine, 2001; Wang et al., 1989; Thulasiram et

al., 2003). Most of this work has been focused on special purpose hardware implementations

that provide a high degree of parallelism, on mapping ANNs onto conventional shared memory

multiprocessor parallel computers (Pethick et al., 2003), or on mapping ANNs onto distributed

memory multiprocessor clusters (Suri et al., 2002). Clusters have been widely used to make a

flexible infrastructure for development of parallel algorithms (Lotrič & Dobnikar, 2005; Suri et

al., 2002).

The MLP with the back-propagation learning algorithm is one of the most widely used train-

ing algorithms for ANNs (Long & Gupta, 2008; Novokhodko & Valentine, 2001; Pethick et al.,

2003; Suresh et al., 2005; Marchesi et al., 1990). However, it makes extensive use of computa-

tional resources and training times of the order of days are not exceptional. One approach to

solve this problem is to parallelize of the training algorithm (Araiijo et al., 2003; Hung & Adeli,

1994; Suresh et al., 2005; Seiffert, 2002). There are three categories of parallel implementation

models for the ANNs: network based model, training set based model, and combination of net-

work based and training set based model. In the network based model, the ANN is partitioned

into number of sub ANNs and each sub ANN is mapped into a processor. This approach is

more communication intensive, since the processors need to broadcast results for each layer

(Novokhodko & Valentine, 2001).

In the training set based model, the training patterns are distributed among processors. Ev-

ery processor processes independently and processes only the patterns that are assigned to it.

When each individual ANN is trained, they either select the best one or produce a new ANN

averaging gathered weights.
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Figure 5.1: Vertical partition of an ANN (Sudhakar & Murthy, 1998).

Figure 5.2: Hybrid partition of an ANN (Suresh et al., 2005).
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In the network partitioning model, there are two methods, vertical partition (VP) (Sudhakar &

Murthy, 1998) and hybrid partition (HP) (Suresh et al., 2005), for the parallel implementation

of a ANN. In the vertical partitioning scheme as shown in Figure 5.1, each layer, Ll, l = 1, 2, 3,

having Nl neurons, is divided into NP partitions, where NP is the number of processors to be

allocated to simulate the ANN. Each partition has

(
Nl

NP

)
neurons that are assigned to a pro-

cessor (Sudhakar & Murthy, 1998).

In the HP scheme as shown in Figure 5.2 , the hidden layer is partitioned using neuronal

level parallelism and weight connections are partitioned on the basis of synaptic level paral-

lelism (Suresh et al., 2005). In case of a homogeneous NP−processor network, the hidden

layer, having Nh neurons, is partitioned into

(
Nh

NP

)
neurons and the input and output neu-

rons are common for all the processors. Each processor stores the weight connection between

the neurons local to the processor. The HP scheme does not need recomputing the weights

and require less communication cycle per pattern (Suresh et al., 2005). The data exchange

among processors in the computing network is carried out by using grouped all-to-all broadcast.

In our case study, we use a hybrid partitioning scheme for a MLP ANN with a parallel back-

propagation algorithm.

The important issue here is the mapping of the ANN model into a underlying network. Based

on the type of workloads, the mapping scheme can be divided into dynamic mapping and

static mapping (Suresh et al., 2005). In the dynamic mapping, the ANN partition will change

with time due to other work loads in the underlying network. In the static mapping, ANN is

partitioned and mapped onto the network and this partition remains until training process is

completed. Since simple and computationally less intensive, the static partition has been used

for our study. The HP scheme provides a way to formulate the static mapping problem as a

way to schedule the load in the high performance cluster (Suresh et al., 2005).

5.1 Parallelization of Feed-Forward ANNs

Before the discussing of parallel implementation scheme, it is useful to define the basic termi-

nology along with the different types of parallelism possible for back-propagation ANNs. Also,

the commonly used measures for evaluating the performance of the parallel implementations

are described:

Training set : consists of a number of training patterns, each given by an input vector and



44

the corresponding output vector.

ANN size : An ANN of NI input units, NH hidden units, and NO output units is for short

written NI ×NH ×NO.

Iteration : Denotes one presentation of the whole training set.

Weight updating strategies : Three different approaches:

• Learning by pattern: update the weights after each training pattern has been presented.

• Learning by block : update the weights after a subset of the training patterns has been

presented.

• Learning by epoch: update the weights after all patterns have been presented (i.e. One

training iteration).

Weight update interval : The number of training patterns that is presented between weight

updates is termed µ. For learning by pattern, µ = 1, while for learning by epoch, µ = P ,

where P is the number of training patterns in the training set.

The BP algorithm reveals four different kinds of parallelism (Thulasiram et al., 2003; Babii,

2007; Nordström & Svensson, 1992; Singer, 1990):

1. Training sessions parallelism : Different processors run the algorithm with different

initial training parameters. In this methods, the only advantage is the acceleration of

the phase of determining the most suitable training parameters.

2. Training set parallelism : Splits the training set across the processing elements. Each

element has a local copy of the complete weight matrix (i.e. copy of the ANN) and

accumulates weight change values for the given training patterns. Weights are updated

using (learning by block/learning by epoch). This method is also named data partitioning

or job parallelism (Sundararajan & Saratchandran, 1998).

3. Pipelining : Pipelines the training patterns between the layers, i.e. compute hidden and

output layer on different processors. While the output layer processor calculates output

and error values for the present training pattern, the hidden layer processor processes

the next training pattern. The forward and backward phase may also be parallelizes in a

pipeline. Pipelining requires a delayed weight update or (learning by block/learning by

epoch).

4. Node parallelism : The neurons within a layer is computed in parallel. Further, the

computation within each neuron may also run in parallel. In this method, the weights can
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be updated using learning by pattern. This method is also known as network partitioning

(Sundararajan & Saratchandran, 1998; Surech, 2005).

5.2 Related Work

5.2.1 Mapping of a Multilayered ANN onto a Network of Worksta-
tions

The important issue in parallel algorithm design is the mapping of the ANN architecture

onto the HPC cluster. The optimal mapping depends on the type of computing network and

workloads. Based on the type of workloads, the mapping scheme can be divided into static

mapping and dynamic mapping. The mapping problem is generally a nonlinear mixed inte-

ger programming optimization problem with communication and memory constraints. The

optimal static mapping of MLP ANN in multicomputers have been formulated as a mixed

integer programming problem (Chu & Wah, 1992). The mapping can be solved using approx-

imate linear heuristic optimization methods (Amawy & Kulasinghe, 1997; Ghosh & Hwang,

1989). An attempt to solve the static mapping problem using genetic algorithm is described in

(Sundararajan & Saratchandran, 1998). The mapping problem using the approximate linear

heuristic methods and genetic algorithm is computationally intensive (Suresh et al., 2005).

Two network partitioning schemes, vertical partition (VP) (Sudhakar & Murthy, 1998) and

hybrid partition (HP) (Suresh et al., 2005), have been developed to map the ANN onto a

network of workstations.

Sudhakar & Murthy (1998) have developed an efficient method for mapping a back-propagation

learning algorithm for a fully connected multilayer ANNs onto a network of workstations

(NOWs), where a per-pattern training regime to train the ANN has been used. A VP tech-

nique has been used to partition the ANN and each partition is mapped onto processors in

NOWs. The experimental results obtained from the presented technique have been compared

with an algorithm suggested by Yoon et al. (1990), employing a VP scheme for implementa-

tion on a distributed memory multiprocessor. The algorithm presented in Sudhakar & Murthy

(1998) uses only two sets of communication, compared to the three sets of communication

used in Yoon et al. (1990). The computation of the weights is saved by avoiding re-computing

weights joining the neurons on the same processor. Further, the algorithm presented in Sud-

hakar & Murthy (1998) employs a grouped-broadcast strategy to broadcast all the values at a

processor instead of the one-by-one and all-to-all broadcasting, to reduce the communication

setup time. Experimental and analytical results of Sudhakar & Murthy(1998) show that it is
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able to achieve better speedups than the algorithm of Yoon et al. (1990).

Suresh et al. (2005) have developed an efficient mapping scheme for the multilayer fully con-

nected perceptron ANN trained using a back-propagation algorithm on NOWs. An HP scheme

is used to partition the network and each partition is mapped onto processors in NOWs. The

performance of the algorithm in Suresh et al. (2005) is compared with the algorithm devel-

oped in Sudhakar & Murthy (1998). The improvements of the HP scheme over the VP scheme

(Sudhakar & Murthy, 1998) are: (i) HP scheme uses only one set of communication, when

compared with two sets of communication used in VP scheme; (ii) recomputation of weights is

avoided in HP scheme; (iii) the HP scheme can exploit the parallelism by using more number

of processors than the VP scheme; and (iv) mapping the HP scheme on NOWs is simpler than

the VP scheme. Another advantage of the HP scheme is that, a closed-form expression for

optimal number of processors can be formulated. Analytical results for the benchmark prob-

lems and the experimental results for optical character recognition problem show that the HP

method is efficient and computationally less intensive than the VP scheme Suresh et al. (2005).

5.2.2 Substituting Parallel Matrix Multiplication in the Training
Phase of Back-propagation ANNs

Novokhodko & Valentine (2001) have proposed an approach for the parallel implementation of

the batch back-propagation training for ANNs, using a universal parallel matrix multiplication

routine implemented in MPI. This substitution uses the well established and widely used tools

provided by MATLAB for the training of batch back-propagation ANNs. The NETTALK

reference problem that has become a standard benchmark for ANN algorithms is used to test

the performance of the ANN training algorithms. Two different training algorithms, the re-

silient back-propagation algorithm (TRAINRP) and the gradient descent with momentum and

adaptive learning rate (TRAINGDX), have been used. Both algorithms are from MATLAB

ANN toolbox. TRAIGNGDX gives better speed since it is less intelligent than TRAINRP.

TRAINRP do some extra computations to reduce the number of epochs, which results in an

added time spent for one epoch. Further, A speedup of 1.46 was achieved using 4 processors.

A training speed of 12.43 MCPUS was reached on 4 Sun Ultra 5’s. That is comparable with

results given in Yasunaga & Yoshida (1998).
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5.2.3 Parallel ANN Training Algorithms for Finance Applications

ANN training algorithms can be used for price forecasting and other finance applications (Chan

et al., 2000; Chen et al., 2003; Skabar & Cloete, 2002). Thulasiram et al. (2003) have designed

and developed four different parallel and multi-threaded back-propagation ANN training algo-

rithms: neuron and training set parallelism on a DM system using MPI; loop-level (fine-grain)

and coarse-grained parallelism in SM system using OpenMP. Theoretical results are derived

for all four parallel algorithms and these results are compared with the experimental timing

results. Performance results of the parallel algorithms on Beowulf cluster using MPI and on

SMP using OpenMP have been presented. The training error for the parallel implementations

in MPI, OpenMP, and the traditional autoregression model namely the ARMA model at var-

ious epochs for a price forecasting problem are presented.

Parallel algorithms that have been developed perform better than the ARMA model. Timing

results for fine-grain algorithm for neuron parallelism in OpenMP and for neuron parallelism

in MPI show that the performance is best for approximately 60 threads after which the ex-

ecution time starts to increase. This is due to the load imbalance and the synchronization

cost of entering the critical section. Also, there is an explicit barrier at the end of each loop,

which is added by the system. But, there is a gradual decrease in execution time of the neuron

parallelism in MPI, as the number of processors are increased for different epochs. However,

the parallel implementation for neuron parallelism in MPI does not produce good performance

with increasing number of processors. There is a significant difference in execution time of the

training set parallelism for MPI, with even two processors compared to the neuron parallelism

in MPI.

Compared with the neuron parallelism in MPI, the CGP in OpenMP shows better execution

time. This is because there is less associated communication cost in the shared memory system

as broadcast is eliminated by a common shared variable in critical section. Finally, the authors

have concluded that the training set parallelism algorithm implemented on MPI provides the

best results, and as one of the first attempts to parallelize the ANN for financial application,

the results are encouraging in relation to the overall timings with traditional autoregression

models (Thulasiram et al., 2003).
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5.2.4 Massively Parallel ANNs

An object-oriented, massively-parallel ANN software package SPANN (Scalable Parallel ANN)

has been developed in (Long & Gupta, 2008). SPANN runs on massively parallel comput-

ers and uses the back-propagation training algorithm. The software implements several C++

objects, such as Neuron, Layer, and ANN. MPI has been used to parallelize the C++ code.

The software can define any number of layers and each layer can have any number of neurons.

Neurons in each layer are distributed roughly equally among all the processors, and all the

inputs are fed to each processor. Only the neurons on the edges of the domains were involved

in communication, in order to reduce the communication costs and maintain scalability. The

serial runs have been performed on an IBM P640 RS6000 Server. The parallel code has been

tested using roughly the same number of weights as in the serial case. Results have been

obtained from a 160-processor Beowulf computing cluster. The application has been used to

identify character sets consisting of 48 characters and with increasing resolutions. Percentage

of correct characters recognized against number of training iterations for different weights in a

serial ANN has been presented. As is known, there seems to be an optimal value of weights for

the ANN, which gives the most correct character recognitions for lesser number of iterations.

This is due to the fact that the ANN is unable to learn due to under fitting when there are less

than the required numbers of weights, and also, when the number of weights is much larger

than the required, the ANN tends to remember rather than learn, due to over fitting.

The code correctly identified all the characters when adequate training was used in the ANN.

The training of a problem with 2 billion neuron weights on an IBM BlueGene/L computer

using 1000 dual PowerPC 440 processors required less than 30 minutes.Various comparisons in

training time, forward propagation time, and error reduction have also be made. The software

is scalable and permits the use of billions of weights. The approach also allows an ANN to be

trained on a massively parallel computer and then to be used on small serial computers, in the

recognition phase.

5.2.5 Factors Affecting the Training of a Distributed Back-propagation
algorithm

Babii (2007) has proposed and developed an approach to make existing algorithms run faster

by modifying them to run on some parallel architectures. An implementation with training

set parallelism on a set of workstations in a LAN has been analyzed. The qualitative aspect of

the analysis, in order to achieve a fair understanding of the factors determining the behavior

of this parallel algorithm, has been the focussing point. Further, authors have been interested
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in discovering and dealing with some of the specific circumstances that have to be considered

when a parallelized ANN learning algorithm is to be implemented on a set of workstations

in a LAN. Since training set parallelism is used, only one modification is necessary to the

sequential algorithm: a scheme for performing the collection and summation of all component

gradients and the distribution of updated weights. Summation of component gradients using

a ring configuration of P processors in such a way that each processor after (P − 1) steps will

hold the total gradient has been implemented. An advanced strategy, which minimizes the

redundance is presented, where the processors do not keep a copy of the ANN. The weights are

stored only in a single processor, the administrator, and these weights are circulated, one by

one, to the other processors (the slaves). The administrator does not process training patterns.

It controls only the weight circulation and updates them. The training patterns are evenly

distributed between the other processors. This method is no more based on the classic method,

where a pattern is propagated forward and backward, and a single gradient is calculated, be-

fore presenting the next pattern. Efficiency against batch size graphs have been presented.

Efficiency of the algorithm is very low for the smallest batch size, since each processor in this

case presents only one single pattern to the ANN between each weight update. As the size of

the batch is increased execution time becomes more and more dominated by the time used for

presenting patterns and calculating component gradients, since the number of weight updates

is not increased. This way the time used for updating the weights becomes a smaller and

smaller part of the total execution time, hence efficiency increases.

Efficiency against number of processors for a fixed problem size shows that, maximum speed

up has not been reached even when using the maximum number of processors. As the number

of processors are increased each processor handles a smaller part of the batch. This makes the

processors run less efficiently. For the same batch size per processor, the efficiency decreases

when the number of processors become larger. This is probably because of the time needed

for collecting component gradients and distributing the weight updates.

5.3 Design of a Parallel Algorithm

The following assumptions are used in our case study for a feedforward ANN:

1. An ANN has only three layers the input, one hidden, and the output layer.

2. NI neurons in the input layer, NH neurons in the hidden layer, and NO neurons in the

output layer.

3. The total training patterns is denoted as NR.
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In our case study, we use the HP scheme shown in Figure 5.2, for a MLP ANN with a paral-

lel back-propagation algorithm. The HP scheme does not need recomputing the weights and

require less communication cycle per pattern (Suresh et al., 2005). The data exchange among

processors in the computing ANN is carried out by using grouped all-to-all broadcast. Three

parallel algorithms are used to simulate the ANN under each of the memory systems, DM and

VSM.

The first algorithm, HP-with-IBP, uses hybrid partitioning approach with incremental update

back-propagation. The second algorithm, NHP-with-BBP, uses the batch back-propagation

approach with parallel matrix multiplication. Finally the third algorithm, HP-with-BBP, uses

hybrid partitioning approach with batch back-propagation feature within each sub ANN with

matrix multiplication. The latter is the variant designed by us.

ANN name ANN structure Total weights

NI ×NH ×NO

ANN1 5× 7× 1 42

ANN2 36× 72× 1 2664

ANN3 72× 144× 1 10512

Table 5.1: Artificial neural network architectures

The two memory architectures under study are the distributed memory and the virtual shared

memory. The details of the high performance cluster used are given in Section 5.4. The HP

scheme is used to partition the ANN, and each partition is mapped to a single processor. In

our case study, three, 3-layer ANNs as shown in Table 5.1, ANN1, ANN2, and ANN3, are

used. The ANN1 contains 5 input nodes, 7 hidden nodes, and 1 output node. ANN2 contains

36 input nodes, 72 hidden nodes, and 1 output node. ANN3 contains 72 input nodes, 144

hidden nodes, and 1 output node. Number of processors ranging from 1 to 15 are used for the

parallel implementation of this model. For each of the ANN models we present two parallel

algorithms one for DM and one for VSM. Experiments are realized using the Message Passing

Interface (MPI) [WWW 01] library and the TCP-Linda [WWW 06].

In each scenario, training takes place over a number of epochs until the average error for the

patterns falls below a pre-defined value. Once convergence has been realized, the ANN is tested

for its ability to correctly generalize as yet unseen input patterns.



51

5.3.1 Batch update back-propagation with parallel matrix multipli-
cation (NHP with BBP)

There are two weight update approaches, batch update and incremental update. In batch

mode the weights and biases of the ANN are updated only after the entire training set has

been applied to the ANN. The gradients calculated at each training example are added together

to determine the change in the weights and biases. In incremental update the ANN is updated

after each training pattern. The first one is more suitable for a parallel implementation, since

all patterns are presented to the same ANN (Novokhodko & Valentine, 2001; Sundararajan &

Saratchandran, 1998; Sheng Ma & Farmer, 1997).

Consider the batch back-propagation training of multilayer perceptron (Novokhodko & Valen-

tine, 2001): NR is the number of input patterns, mo is the number of input neurons, and mi

is the number of neurons in layer i.

X − input data matrix, m0 by NR.

Wi − weight matrix of layer i, mi by mi−1.

Yi − output matrix of layer i, mi by NR. Y0 = X.

Ai = WiYi−1 − input matrix to the neurons in layer i, mi by NR.

fi
(
Ai
)

transfer function of layer i, mi by NR.

Yi = fi
(
WiYi−1

)
, mi by NR.

Y = YL − the output matrix of an ANN with L layers, mL by NR.

Y(X) = fL
(
WLfL−1

(
WL−1fL−2

(
· · · · · · f2

(
W2f1

(
W1X

))
· · · · · ·

)))
.

D − desired output for the input X, mi by NR.

E(X)=Y(X)-D − error on the input X, mi by NR.

Thus, to parallelize the algorithm, we need to parallelize the matrix multiplication operation.

Consider the matrix product, W1X. Matrix X is the training set, it has as many columns as

there are input patterns. Matrix W1 is the input weight matrix, it has as many rows as there

are neurons in the first hidden layer. Let NP = NP1 ∗NP2 − number of processors, organized

in a grid NP1 by NP2 . Parallelizing the matrix multiplication each processor will calculate a

part of the result using a subset of training data and a subset of neurons’ weights. Therefore,

such a matrix product does both data parallelization and node parallelization.
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Since three layers are used in our case study, the output matrix of our ANN is expressed as

follows:

Y(X) = f2
(
W2f1

(
W1X

))
.

Ao = f
(
Wof

(
Ah
))
, where Ah = WhX.



ah1,1 . ah1,NR

ah2,1 . ah2,NR

. . .

. . .

ahNH ,1 . ahNH ,NR


=



wh
1,1 . wh

1,NI

wh
2,1 . wh

2,NI

. . .

. . .

wh
NH ,1 . wh

NH ,NI


∗



x1,1 . x1,NR

x2,1 . x2,NR

. . .

. . .

xNI ,1 . xNI ,NR




ao1,1 . ao1,NR

ao2,1 . ao2,NR

. . .

. . .

aoNO,1 . aoNO,NR


=



wo
1,1 . wo

1,NH

wo
2,1 . wo

2,NH

. . .

. . .

wo
NO,1 . wo

NO,NH


∗



ah1,1 . ah1,NR

ah2,1 . ah2,NR

. . .

. . .

ahNH ,1 . ahNH ,NR



Start with randomly chosen weight matrices Wh and Wo.

While MSE =
1

2NR

NO∑
k=1

NR∑
p=1

(t(k, p)−O(k, p))2 is unsatisfactory and computational bounds

are not exceeded, do

1. Compute the hidden layer activation:

Compute the matrix multiplication, Ah = Wh ∗X, in parallel.

Where Wh = (wh
j,i), 1 ≤ j ≤ NH , 1 ≤ i ≤ NI , is the weight matrix between the

hidden and the input layers, and wh
j,i is the weight between jth hidden neuron and ith

input neuron.

X = (xi,p), 1 ≤ i ≤ NI and 1 ≤ p ≤ NR, is the input matrix. The pth column of xi,p

is the pth input pattern.

Ah = (ahj,p) is the activation matrix, and ahj,p is the activation value of the jth hidden

neuron for the pth input pattern.
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Bh =
(
bh(j)

)
, 1 ≤ j ≤ NH is the bias vector for the hidden layer.

Add the bias value to each element of Ah and ten apply the activation function as follows:

ah(j, p) = f
(
ah(j, p) + bh(j)

)
, 1 ≤ j ≤ NH and 1 ≤ p ≤ NR

f(x) =
1

1 + e−x
is the sigmoid function which is used to compute the activation of each

neuron in the hidden and output layers.

NI and NH are the number of neurons in the input and the hidden layers, respectively.

NR is the number of input patterns to be used to train the ANN.

2. Compute the output layer activation:

Compute the matrix multiplication Ao = Wo ∗Ah in parallel.

Where Wo =
(
wo

k,j

)
, 1 ≤ k ≤ NO and 1 ≤ j ≤ NH , is the weight matrix between the

output and the hidden layers, and wo
k,j is the weight between kth output neuron and jth

hidden neuron.

Ao = (aok,p) is the activation matrix for output layer, and aok,p is the activation value of

the kth output neuron for the pth input pattern.

Bo = (bo(k)) , 1 ≤ k ≤ NO is the bias vector for the output layer.

Add the bias value to each element of Ao and then apply the activation function as

follows:

ao(k, p) = f (ao(k, p) + bo(k)) , 1 ≤ k ≤ NO and 1 ≤ p ≤ NR. NO is the number of

neurons in the output layer.

3. Compute the output layer error:

Do the following computation in parallel:

eo(k, p) = ao(k, p) ∗ (1− ao(k, p)) ∗ (ao(k, p)− t(k, p)), 1 ≤ k ≤ NO and 1 ≤ p ≤ NR

eo(k, p) is the error of the kth output neuron for the pth input pattern.
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4. Compute the hidden layer error:

Let Eo = (eo(k, p)) and Eh =
(
eh(j, p)

)
, 1 ≤ k ≤ NO, 1 ≤ p ≤ NR, 1 ≤ j ≤ NH .

Compute the matrix multiplication, WoEo = (Wo)T × Eo, in parallel.

Do the following computation in parallel:

eh(j, p) = Ah(j, p) ∗ (1− Ah(j, p)) ∗W oEo(j, p).

eh(j, p) is the error of the jth hidden neuron for the pth input pattern.

5. Compute the weight changes and then update weights at the output layer:

Compute, Wo = Wo + ∆Wo

where ∆Wo is a matrix representing the weight changes for matrix Wo and is com-

puted as follows:

Compute the matrix multiplication, Wo
c = Eo× (Ah)T , in parallel, and then compute,

∆Wo
t = α(Wo

c) + ΘWo
t−1

α is the learning rate and Θ is the momentum factor used to allow the previous weight

change to influence the weight change in this time period, t.

6. Compute the weight changes and then update weights at the hidden layer:

Compute, Wh = Wh + ∆Wh

where ∆Wh is a matrix representing the weight changes for matrix Wh and is com-

puted as follows:

Compute the matrix multiplication, Wh
c = Eh × XT , in parallel, and then do the

computation, ∆Wh
t = αWh

c + ΘWh
t−1

7. Compute the bias changes and then update biases at the output layer:

bo(k) = bo(k) + α

NR∑
p=1

eo(k, p), 1 ≤ k ≤ NO.

8. Compute the bias changes and then update biases at the hidden layer:

bh(j) = bh(j) + α

NR∑
p=1

eh(j, p), 1 ≤ j ≤ NH .

End-while
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5.3.2 Hybrid partition with batch update back-propagation and
matrix multiplication (HP with BBP)

The HP scheme is a combination of neuronal level as well as synaptic level parallelism (Suresh

et al., 2005). In the case of a homogeneous NP−processor ANN, the hidden layer is partitioned

into

(
NH

NP

)
neurons and the input neurons and the output neurons common for all the proces-

sors, as shown in Figure 5.2. The processor P1 has the blocks of neurons, (NI , NH1 , NO), the

processor Pk has the blocks, (NI , NHk
, NO), respectively. The weight connections between

the neurons local to the processor will be stored.

The variant designed by us combines the hybrid partitioning approach and matrix multipli-

cation within a each partitioned ANN enabling computation at two levels of the memory

hierarchy: one at message passing level and one at a fine grain level.

Proposed Algorithm: Batch update back-propagation with hybrid partition with matrix

multiplication.

1. Compute the number of hidden neurons per each processor:

NHp =

(
NH

NP

)
, and R be the remainder of

(
NH

NP

)
, where NP be the number processors

to be used to train the ANN and 1 ≤ p ≤ NP .

NHp = NHp + 1, where 1 ≤ p ≤ R.

2. All allocated processors create their own weight matrices, Wh
p and Wo

p, and start

with randomly chosen values. Where Wh
p =

(
wh

p (j, i)
)

is the weight matrix between

hidden and input layers and is handled by processor p, and wh
p (j, i) is the weight be-

tween

(
p−1∑
r=1

NHr + j

)th

hidden neuron and ith input neuron, with 1 ≤ j ≤ NHp and

1 ≤ i ≤ NI .

Wo
p = (wo

p(k, j)) is the weight matrix between output and hidden layers and is han-

dled by the processor, p, and wo
p(k, j) is the weight between kth output neuron and(

p−1∑
r=1

NHr + j

)th

hidden neuron, with 1 ≤ k ≤ NO and 1 ≤ j ≤ NHp .
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3. While MSE =
1

2NR

NO∑
k=1

NR∑
r=1

(t(k, r)− ao(k, r))2 is unsatisfactory and computational

bounds are not exceeded, Do Concurrently

(a) Compute the hidden layer activation:

Compute the matrix multiplication, Ah
p = Wh

p ∗X, where,

Ah
p =



ahp(1, 1) . . . . ahp(1, NR)

ahp(2, 1) . . . . ahp(2, NR)

. . . . . .

. . . . . .

. . . . . .

ahp(NHp , 1) . . . . ahp(NHp , NR)



Wh
p =



wh
p (1, 1) . . . . wh

p (1, NI)

wh
p (2, 1) . . . . wh

p (2, NI)

. . . . . .

. . . . . .

. . . . . .

wh
p (NHp , 1) . . . . wh

p (NHp , NI)



X =



x(1, 1) . . . . x(1, NR)

x(2, 1) . . . . x(2, NR)

. . . . . .

. . . . . .

. . . . . .

x(NI , 1) . . . . x(NI , NR)



X = (x(i, r)), where 1 ≤ i ≤ NI and 1 ≤ r ≤ NR, is the input matrix. The

rth column of X is the rth input pattern.

Ah
p = (ahp(j, r)) is the activation matrix, and ahp(j, r) is the activation value of the

(
p−1∑
r=1

NHr + j

)th

hidden neuron for the rth input pattern. Where 1 ≤ j ≤ NHp

and 1 ≤ r ≤ NR.
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Add the bias value and then apply the activation function to each element of Ah
p .

ahp(j, r) = f
(
ahp(j, r) + bhp(j)

)
.

Bh
p =

(
bhp(j)

)
, where 1 ≤ j ≤ NHp , is the bias vector for the hidden layer and is

handled by the processor, p.

f(x) =
1

1 + e−x
is the sigmoid function which is used to compute the activation of

each neuron in the hidden and output layers.

NI and NHp are the number of neurons in the input and the hidden layers, re-

spectively. NR is the number of input patterns to be used to train the ANN.

(b) Compute the output layer activation:

Compute the matrix multiplication Ao
p = Wo

p ∗Ah
p

Ao
p =



aop(1, 1) . . . . ao(1, NR)

aop(2, 1) . . . . aop(2, NR)

. . . . . .

. . . . . .

. . . . . .

aop(NO, 1) . . . . aop(NO, NR)



Wo
p =



wo
p(1, 1) . . . . wo

p(1, NHp)

wo
p(2, 1) . . . . wo

p(2, NHp)

. . . . . .

. . . . . .

. . . . . .

wo
p(NO, 1) . . . . wo

p(NO, NHp)



Ah
p =



ahp(1, 1) . . . . ahp(1, NR)

ahp(2, 1) . . . . ahp(2, NR)

. . . . . .

. . . . . .

. . . . . .

ahp(NHp , 1) . . . . ahp(NHp , NR)
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Ao
p = (aop(k, r)), where 1 ≤ k ≤ NO and 1 ≤ r ≤ NR, is the activation matrix

of output layer and is handled by the processor, p.

(c) Broadcasts the local matrix, Ao
p, and receives all matrices, Ao

q, where 1 ≤ q ≤ NO

except p, from other processors.

Compute the matrix addition:

Ao =

NO∑
k=1

Ao
k,

Add the bias value and then apply the activation function to each element of Ao.

ao(k, r) = f (ao(k, r) + bo(k)) , 1 ≤ k ≤ NO and 1 ≤ r ≤ NR.

Ao = (ao(k, r)) is the activation matrix for output layer, and ao(k, r) is the acti-

vation value of the kth output neuron for the rth input pattern.

Bo = (bo(k)) is the bias vector for the output layer. Where 1 ≤ k ≤ NO.

(d) Compute the output layer error:

eo(k, r) = ao(k, r) ∗ (1− ao(k, r)) ∗ (ao(k, r)− t(k, r)).

eo(k, r) is the error of the kth output neuron for the rth input pattern. Where

1 ≤ k ≤ NO and 1 ≤ r ≤ NR.

(e) Compute the hidden layer error:

Let Eo = (eo(k, r)) , where 1 ≤ k ≤ NO and 1 ≤ r ≤ NR.

Compute the matrix multiplication, WoEo
p =

(
Wo

p

)T × Eo.

Do the following computation:

ehp(j, r) = Ah
p(j, r) ∗

(
1− Ah

p(j, r)
)
∗W oEo

p(j, r).

ehp(j, r) is the error of the

(
p−1∑
r=1

NHr + j

)th

hidden neuron for the rth input pattern.

Where 1 ≤ j ≤ NHp and 1 ≤ r ≤ NR.
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(f) Compute the weight changes and then update weights at the output layer:

Compute, Wo
p = Wo

p + ∆Wo
p

where ∆Wo
p is a matrix representing the weight changes for matrix Wo

p and is

computed as follows:

Compute the matrix multiplication, Wo
pc

= Eo ×
(
Ah

p

)T
, and then compute,

∆Wo
pt

= α Wo
pc

+ ΘWo
pt−1

α is the learning rate and Θ is the momentum factor used to allow the previous

weight change to influence the weight change in this time period, t.

(g) Compute the weight changes and then update weights at the hidden layer:

Compute, Wh
p = W h

p + ∆Wh
p

where ∆Wh
p is a matrix representing the weight changes for matrix Wh

p and is

computed as follows:

compute the matrix multiplication, Wh
pc

= Eh
p×XT , and then do the computation,

∆Wh
pt

= αWh
pc

+ ΘWh
pt−1

(h) Compute the bias changes and then update biases at the output layer:

bo(k) = bo(k) + α

NR∑
r=1

eo(k, r), where 1 ≤ k ≤ NO.

(i) Compute the bias changes and then update biases at the hidden layer:

bhp(j) = bhp(j) + α

NR∑
r=1

ehp(j, r), where 1 ≤ j ≤ NHp .

4. End While
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5.3.3 Hybrid partitioning approach with incremental update back-
propagation (HP with IBP)

The following describes the standard incremental update back-propagation algorithm for a

cluster of processors. An HP scheme is used to partition the ANN. Each partitioned sub ANN

is assigned to a single processor in the cluster.

1. Compute the number of hidden neurons per processor:

NHp =

(
NH

NP

)
, and R be the remainder of

(
NH

NP

)
, where NP be the number processors

to be used to train the ANN and 1 ≤ p ≤ NP .

NHp = NHp + 1, where 1 ≤ p ≤ R.

2. All allocated processors create their own weight matrices, Wh
p and Wo

p, and start

with randomly chosen values. Where Wh
p =

(
wh

p (j, i)
)

is the weight matrix between

hidden and input layers and is handled by processor p, and wh
p (j, i) is the weight be-

tween

(
p−1∑
r=1

NHr + j

)th

hidden neuron and ith input neuron, with 1 ≤ j ≤ NHp and

1 ≤ i ≤ NI .

Wo
p = (wo

p(k, j)) is the weight matrix between output and hidden layers and is han-

dled by the processor, p, and wo
p(k, j) is the weight between kth output neuron and(

p−1∑
r=1

NHr + j

)th

hidden neuron, with 1 ≤ k ≤ NO and 1 ≤ j ≤ NHp .

3. While MSE =
1

2NR

NO∑
k=1

NR∑
r=1

(t(k, r)− ao(k, r))2 is unsatisfactory and computational

bounds are not exceeded, Do Concurrently

(a) For each pattern xr = (xr1, xr2, · · · , xrNI
), where 1 ≤ r ≤ NR :

i. Compute the output of neurons in the hidden layer:

ahp(j) =

NI∑
i=1

wh
p (j, i)xri + bhp(j), where 1 ≤ j ≤ NHp .

ahp(j) = f
(
ahp(j)

)
f(x) =

1

1 + e−x
is the sigmoid function which is used to compute the activa-

tion of each neuron in the hidden and output layers. b is the bias.
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ii. Compute the output of neurons in the output layer:

aop(k) =

NHp∑
j=1

wo
p(k, j)a

h
p(j), where 1 ≤ k ≤ NO.

Broadcast aop(k) and receive aoq(k), from processor, q. Where 1 ≤ q ≤ NP , and q 6=

p.

ao(k) = f

(
NP∑
p=1

aop(k) + bo(k)

)
iii. Compute error terms for the neurons in the output layer:

δo(k) = (ao(k)− yrk) ao(k) (1− ao(k)), where yr = (yr1, yr2, · · · , yrNO
)

is the actual output and 1 ≤ k ≤ NO.

iv. Compute error terms for the neurons in the hidden layer:

δhp (j) = ahp(j)
(
1− ahp(j)

) NO∑
k=1

δo(k)wo
p(k, j), where 1 ≤ j ≤ NHp .

v. Update both weight and bias changes in the output layer:

wo
p(k, j) = wo

p(k, j) + ηδo(k)ahp(j)

bo(k) = bo(k) + ηδo(k), where 1 ≤ k ≤ NO and 1 ≤ j ≤ NHp .

vi. Update both weight and bias changes in the hidden layer:

wh
p (j, i) = wh

p (j, i) + ηδhp (j)xri

bhp(j) = bhp(j) + ηδhp (j), where 1 ≤ j ≤ NHp and 1 ≤ i ≤ NI .

End-while

5.4 Implementations

In this case study, we implement the three variations of the parallel back-propagation ANN

training algorithms discussed in the previous section, for a financial application, which is to

predict the exchange fluctuation rate as determined by demand and supply conditions in the

foreign exchange market. MPI is used to implement the parallel algorithms under DM and

TCP-Linda is used to implement the parallel algorithms under VSM. The system will use past

historical data, for the training phase.

The input data is taken from a data file which contains normalized exchange rate data. Since

this system involves financial data, normalization has been used to preprocess the data. Sig-

moid activation function is used in the ANN and this will scale the input data between 0.01

and 0.99. The following formula is used to normalize the input data:

normalized data =
(

original data - lowest value
highest value - lowest value

)
(0.98) + 0.01
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For the pth input pattern, the input neurons are given as follows:

xp, xp+1, xp+2, xp+3, xp+4, · · · · · · · · · , xp+NI−1,

and the output neuron would be xp+NI
, where NI be the number of neurons in the input layer.

x1, x2, x3, x4 · · · · · · · · · be the normalized past exchange rates stored in a text file.

In all, six algorithmic variations have been implemented on the high performance cluster,

Monolith [WWW 13]. The Monolith cluster consists of over 396 nodes. Each node has two

Intel Xeon processors at 2.2 GHz, 2 GBytes primary memory (ECC DDR), 512KB cache and

a disk memory with 80 GBytes. In addition there is a common main disk storage of 7 TBytes.

The operating system is Linux version 2.4.34-capl-smp. MPI (ScaMPI) on monolith runs on

the SCI-network with a 2-rank ping-pong of around 250 MB/s and 4.5 micro seconds (large

packet bandwidth and small packet latency respectively). TCP-Linda on monolith runs on

TCP (which runs on a far from perfect 100 Mbps ethernet). Performance reaches of MPI on

TCP is around 10 MB/s and 60-100 microseconds.

5.4.1 Distributed Memory Implementation

The fully connected multilayer perceptron ANN is partitioned into NP partitions, with each

partition mapped toNP processors in the cluster. The implemented algorithm has three phases,

which we call the forward phase, error propagation phase, and weight update phase.

Forward phase: In this phase, the activation value of the neurons local to the processors

are computed. For a given input pattern, we can compute the activation value for all neurons

in the hidden layer. But we need the activation values and weight connections, which are

kept at every processor to calculate the activation value of the neurons in the output layer.

First we compute the partial sum of the activation values and then exchange those activation

values among processors to compute the activation value of the neurons in output layer. The

MPI Sendrecv subroutine, which is standardized in MPI [WWW 01] is used to exchange the

partial sum of the activation values among processors.

Error propagation phase: In this phase, the error terms for the output layer neurons, δo

and for the hidden layer neurons, δh), local to the processor are computed.

Weight update phase: In this phase, the weight connections between neurons local to the

processors are updated. We need the value of ith input neuron and δh term in the jth hidden
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neuron to update the weight connection between the jth hidden neuron and the ith input neu-

ron. Also we need the activation value of jth hidden neuron and δo term in the kth output

neuron to update the weight connection between the kth output neuron and the jth hidden

neuron. Since both the activation value and the error term are kept in the processor, inter-

communication between processors is not required.

5.4.2 Distributed Shared Memory Implementation

We follow almost the same approach as that in the distributed memory approach. But, in

the forward phase of execution the partial sum of the activation values are exchanged between

processors to calculate the activation value of the neurons in the output layer. To achieve the

exchange of those partial sums of the activation values among processors, the in and the out

operations defined in TCP-Linda [WWW 06] are used. In TCP-Linda, the operation, eval is

used to create a process at run time. So, by dynamically changing the number of processes

and obtaining the corresponding run time for the same set of input patterns, the TCP-Linda

program is able to find the minimum running time and the corresponding optimal number of

processors.

5.4.3 Results

We have considered three different ANNs, namely, ANN1, ANN2, and ANN3. We use as the

stopping criteria, the error value of 0.000045, or maximum number of iterations 120000.

Table 5.2 shows the timing values in seconds for the three parallel algorithms, HP-with-IBP,

NHP-with-BBP, and HP-with-BBP, simulating the neural network architecture, ANN1. Al-

gorithms are implemented in MPI, and the number of processors assigned to run are from 1 to 7.

Table 5.3 and Table 5.4 show the timing values for the six scenarios arising from the three par-

allel algorithms mentioned above, simulating ANN2 and ANN3, respectively with algorithms

implemented in MPI, and the number of processors from 1 to 15.

Table 5.5 and Table 5.6 show the timing values for the six scenarios arising from the three

parallel algorithms, simulating ANN1 and ANN2, respectively with algorithms implemented

in TCP-Linda, for TCP-Linda processes 1 to 7 and 1 to 9, respectively. Table 5.7 shows the

number of MPI functions called at the training time of neural network.
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Processors HP with IBP NHP with BBP HP with BBP

1 1493 846 578

2 1552 817 351

3 2716 845 292

4 4516 883 256

5 6733 960 244

6 8460 1037 233

7 8915 1110 213

Table 5.2: Mean training time in seconds for ANN1 using MPI

Processors HP with IBP NHP with BBP HP with BBP

1 18371 15220 14600

2 6493 12962 7252

3 6735 11968 5318

4 7731 11859 3944

5 8086 9937 3226

6 10145 9980 2702

7 11548 10032 2625

8 13037 10153 2167

9 13896 10312 2038

10 15851 10437 1910

11 17236 10720 1849

12 19034 11077 1747

13 20560 11381 1603

14 22566 11544 1538

15 24012 12329 1469

Table 5.3: Mean training time in seconds for ANN2 using MPI
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Processors HP with IBP NHP with BBP HP with BBP

1 80529 73825 61825

2 17446 54684 35795

3 14629 34393 22636

4 13275 27124 17694

5 12861 24548 13858

6 13427 22600 11943

7 14755 21942 10053

8 15666 21636 9487

9 16376 21981 8049

10 17987 21384 7330

11 18975 21499 6823

12 20089 22141 6401

13 21987 22646 6189

14 25263 22811 5722

15 26706 23294 5297

Table 5.4: Mean training time in seconds for ANN3 using MPI

Processors HP with IBP NHP with BBP HP with BBP

1 37803 10466 8443

2 40506 15104 14583

3 66762 21436 19553

4 108877 27356 26357

5 128821 36884 34029

6 148210 45770 41142

7 195128 54165 49098

Table 5.5: Mean training time in seconds for ANN1 using TCP-Linda

Processors HP with IBP NHP with BBP HP with BBP

1 243179 133315 99926

2 234916 124391 98944

3 239026 181067 96337

4 241074 213372 93260

5 249079 238871 100294

6 258061 240845 111750

7 260308 246381 125937

8 265721 250047 127757

9 289462 258647 134062

Table 5.6: Mean training time in seconds for ANN2 using TCP-Linda
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MPI Function Name HP IBP NHP BBP HP BBP

MPI Send 8 10.560004E+6 8

MPI Recv 8 10.560004E+6 8

MPI Send recv 3211.200016E+6 0 2.40002E+6

Table 5.7: Number of MPI functions called at training time

5.4.4 Analysis of Results

In this section, we discuss the key performance metrics, the running time and the optimum

number of processors for a given ANN configuration. For all three ANNs configurations, the

parallel algorithms under the DM architectures show vastly better timing than VSM parallel

algorithms.

Consider the algorithm HP with IBP, for ANN1, the corresponding serial algorithms (Table 5.2

and Table 5.5; with processors=1) are optimum compared to the parallel algorithms written

for both DM and VSM. For ANN2, the DM algorithm shows a super linear speed up for two

processors which there after deteriorates to a standard speed up. We have no exact explanation

for this effect but we believe that this may be due to network structure and cache effects. For

ANN2 the VSM algorithm shows the maximum speed up for two processors although nearly

equal to the sequential implementation. For ANN3, the optimum number of processors is 5 in

the DM parallel algorithm.

Consider the algorithm NHP with BBP, for ANN1, the corresponding serial algorithm (Table

5.2 and Table 5.5; with processors=1) is optimum compared to the parallel algorithm written

for VSM, and the DM parallel algorithm with 2 processors shows better performance than the

rest. For ANN2, the DM parallel algorithm running with 5 processors shows better perfor-

mance than the rest. Also VSM with 2 processors is optimal among its group. For ANN3, the

optimum number of processors is 10 in the DM parallel algorithm.

Now consider the variant (HP with BBP) designed by us, for ANN1, where the serial algorithm

is optimum compared to the parallel algorithm written for VSM. Also the DM parallel algo-

rithm with 7 processors shows better performance than the rest. For ANN2, the DM parallel

algorithm running with 15 processors shows better performance than the rest. Also VSM with

5 processors is optimal among its group. For ANN3, the optimum number of processors is

15 in the DM parallel algorithm. This parallel algorithm is more efficient than the other two

parallel algorithms in either of the memory architectures.
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Since the communication time per training epoch for a given input pattern is higher than the

time for computations, there is little use of threads here as a programming tool.

One important observation is that the TCP-Linda program takes hugely more running time

than the equivalent MPI program. The reason is that according to the code, the ANN assigned

to each TCP-Linda process is read and is written back from/to the VSM, for all training tasks.

These read and write operations are implemented in TCP-Linda by in and out operations.

The in and out operations take considerable time to act on the user defined data types, such

as “struct”.



Chapter 6

A Configurable DM/DSM Cluster

6.1 Distributed Shared Memory Sub Clusters Intercon-

nected by MPI

We have carried out two case studies, one on the back-propagation neural network, and the

other on the shallow water model both implemented using distributed memory and distributed

shared memory programming models. Where as the shallow water model (Section 4.5.3) had

performed well on distributed shared memory, the neural network had done so, on distributed

memory (Section 5.4.3), reflecting the fact that there has to be a close match between the un-

derlying computational problem and the interactions provided by the memory architectures,

for effective performance improvement.

Henceforth we concentrate on tasks that have performed well under distributed shared memory

model. The results for shallow water model have shown further that given sufficient computing

resources, as the task domain is scaled up, the performance has gone down due to distributed

shared memory replication overhead (Section 4.5.4). This situation is further complicated by

the existence of a memory hierarchy (Section 3.1), due to which a further performance en-

hancement is only possible by an effective mixed mode programming model.

Having identified scalability and utilization of memory hierarchy as goals for effective parallel

algorithm design on a cluster, we propose a hybrid and flexible programming approach utilizing

both distributed memory and distributed shared memory models targeting tasks of interest to

us as mentioned above.

The hybrid model to be proposed, consisting of configurable cells ( or subclusters) will also

enable arbitrary virtual topologies to be defined. In the era of supercomputing, efficient paral-

lel algorithms have usually been defined with nodal topology in mind. With the possibility of

our virtual topologies being defined, the reusability of established efficient algorithms become

a reality.

68
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We have proposed and have successfully implemented a new type of UPC/MPI hybrid cluster

configuration to achieve the needs as mentioned above. The UPC/MPI hybrid cluster config-

uration is arranged by configuring the hardware cluster into a number of DSM sub clusters

or cells interconnected by MPI. Each DSM cell is managed by UPC compiler. A hypothetical

toroidal structure made of such UPC/MPI cells is shown in Figure 6.1.

We have defined two UPC/MPI hybrid cluster configurations, configuration-1 and configuration-

2, as illustrated in Figure 6.2 and Figure 6.3, respectively. The shallow water equations (Section

4.3) with a four by three grid scheme is chosen to test our proposed UPC/MPI hybrid cluster

configurations.

Figure 6.1: DSM sub clusters interconnected by MPI using two-dimensional toroidal topology.

6.2 Algorithm Design for Shallow Water Model

The domain decomposition method is used to parallelize the shallow water model. The physical

or computational domain for this model is rectangular in shape. Details of the computational

domain are given in Section 4.5.

A 12-node, four by three grid system, is used to parallelize the shallow water model with a

domain size of 1226×900. Portions of the domains are assigned to each of the worker nodes, as
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illustrated in Figure 4.2 where each sub-domain is labelled with a processor (worker) number.

Data for each sub-domain is stored with each processor including water depth, coordinates,

and initial disturbance. Since the model updates the solution explicitly using local data, each

processor works independently of the others but requires data from neighboring workers to

update solution along sub-domain boundaries. Communication occurs between two adjacent

nodes during message passing.

Figure 6.2: A 12-node cluster is configured as two DSM sub clusters interconnected by MPI

(configuration-1).

The 12-node, four by three grid scheme, is selected to configure the hardware cluster into a

number of DSM sub clusters interconnected by MPI. Configuration-1 arranges the 12-node

cluster into equally sized two DSM sub clusters, as illustrated in Figure 6.2. The first DSM

sub cluster includes computing nodes ranks from 0 to 5. Computing nodes with ranks from

6 to 11 forms second DSM sub cluster. Computing nodes with ranks 5 and 6 are assigned to

interconnect the two DSM sub clusters for the purpose of exchanging data among them.

Configuration-2 arranges the 12-node cluster into four DSM sub clusters, subclustern,

1 6 n 6 4, as illustrated in Figure 6.3. Computing nodes, Pk, 0 6 k 6 11, assigned to the

DSM sub cluster, subclustern, are given as follows:

k ∈ {0, 1, 3, 4} if n = 1

k ∈ {6, 7, 9, 10} if n = 2
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Figure 6.3: A 12-node cluster is configured as four DSM sub clusters interconnected by MPI

(configuration-2).

k ∈ {2, 5} if n = 3

k ∈ {8, 11} if n = 4

Bold ranks of computing nodes in each sub cluster are chosen to handle data exchange be-

tween DSM sub clusters. UPC is used for intra subcluster communication and MPI is used for

inter subcluster communication. The parallel algorithms for the two cluster configurations are

outlined below.

6.2.1 Algorithm Design for Configuration-1

Algorithm 6.1: A hybrid UPC/MPI parallel algorithm for the shallow water model

under cluster configuration-1.

1. Decompose rectangular domain into load-balanced rectangular sub-domains, the width

and the length of a rectangular sub-domain are approximately,

(
W

Nw

)
and

(
L

Nl

)
, re-

spectively, where W and L are the width and length of domain, and NP = Nw ∗Nl is the

number of processors to be used in the (Nw ×Nl) grid scheme.

2. Specify parallel language related parameters, such as locations, neighbors, sub-domain

sizes, and file names, of processors. Location of kth processor is (rk, ck), where

rk =

((
k

gdm1

)
+ 1

)
and ck = (k − (rk − 1) ∗ gdm1 + 1) with gdm1 = 3 and gdm2 = 4

being dimension of the grid. For k = 0, 1, 2, · · · · · · , (gdm1∗gdm2−1), define northk , southk ,
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eastk , and westk to be the neighbors located in the side of north, south, east and west

of the kth processor, then:

northk = k − gdm1 if rk > 1

southk = k + gdm1 if rk < gdm2

eastk = k + 1 if ck < gdm1

westk = k − 1 if ck > 1

3. Configure the 12-processor cluster into two equal sized sub clusters, subcluster-1 and

subcluster-2. Processors with ranks from 0 to 5 are assigned to subcluster-1 and subcluster-

2 is formed with the processors ranking from 6 to 11. Processors, Pk, k ∈ {5, 6},

are chosen to handle the message passing between the two sub groups, subgroup-1 and

subgroup-2.

4. Input data and initial conditions:

(a) Each processor, Pk, read the water depth, coordinates, and initial disturbance from

the text file assigned in step 2.

(b) Each processor, Pk, exchange sub-domain boundary data from eastk to westk, and

from westk to eastk, in order.

(c) Exchange sub-domain boundary data from north to south (name the following sub

tasks as N to S data exchange):

i. Processor, Pk, k ∈ {3, 4}, sends the boundary data to processor, P5.

ii. Processor, P5, receives the data sent by the processors, Pk, k ∈ {3, 4}, and

then sends this received data with its own boundary data to the processor, P6.

iii. Processor, P6, receives the data sent by the processors, P5, and then distributes

the corresponding boundary data to processors, Pk, k ∈ {7, 8}, such that

Data (Pk) −→ Pk+3, k ∈ {3, 4, 5}.

iv. Each processor, Pk, k /∈ {3, 4, 5}, exchange boundary data from northk to

southk.

(d) Exchange sub-domain boundary data from south to north (name the following sub

tasks as S to N data exchange):

i. Processor, Pk, k ∈ {7, 8}, sends the boundary data to processor, P6.

ii. Processor, P6, receives the data sent by the processors, Pk, k ∈ {7, 8}, and

then sends this received data with its own boundary data to the processor, P5.
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iii. Processor, P5, receives the data sent by the processors, P6, and then distributes

the corresponding boundary data to processors, Pk, k ∈ {3, 4}, such that

Data (Pk) −→ Pk−3, k ∈ {6, 7, 8}

iv. Each processor, Pk, k /∈ {6, 7, 8}, exchange boundary data from southk to

northk.

5. Set parameters and coefficients used at the open sea boundary.

6. Repeat the following steps for the pre-defined time-steps:

(a) Each processor, Pk, exchange sub-domain boundary data from eastk to westk.

(b) Exchange sub-domain boundary data from north to south by calling the sub algo-

rithm, N to S data exchange.

(c) Computation of the equation of continuity.

(d) Setting of the open sea boundary condition.

(e) Each processor, Pk, exchange sub-domain boundary data from westk to eastk.

(f) Exchange sub-domain boundary data from south to north by calling the sub algo-

rithm, S to N data exchange.

7. Gather computed results among all processors.

8. Compute the output on processor, Pk, where both southk and westk are equal to null.

6.2.2 Algorithm Design for Configuration-2

Algorithm 6.2: A hybrid UPC/MPI parallel algorithm for the shallow water model

under cluster configuration-2.

First two steps 1 and 2 are identical to that given in Section 6.2.1.

3. Configure the 12-processor cluster into four sub clusters, subcluster-1, subcluster-2,

subcluster-3, and subcluster-4, as follows:

subcluster-n is formed by the processors, Pk,

where k ∈ {0, 1, 3, 4} if n = 1

k ∈ {6, 7, 9, 10} if n = 2

k ∈ {2, 5} if n = 3

k ∈ {8, 11} if n = 4

Bold processor numbers in each sub group are chosen to manage the message passing

between sub groups.
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4. Input data and initial conditions:

(a) Each processor, Pk, read the water depth, coordinates, and initial disturbance from

the text file assigned in step 2.

(b) Exchange sub-domain boundary data from east to west (name the following sub

tasks as E to W data exchange):

i. Processor, P2, sends the boundary data to processor, P5.

ii. Processor, P5, receives the data sent by the processor, P2, and then sends this

received data with its own boundary data to the processor, P4.

iii. Processor, P4, receives the data sent by the processors, P5, and then distributes

the corresponding boundary data to processor, P1, such that

Data (Pk) −→ Pk−1, k ∈ {2, 5}.

iv. Processor, P11, sends the boundary data to processor, P8.

v. Processor, P8, receives the data sent by the processor, P11, and then sends this

received data with its own boundary data to the processor, P7.

vi. Processor, P7, receives the data sent by the processors, P8, and then distributes

the corresponding boundary data to processor, P10, such that

Data (Pk) −→ Pk−1, k ∈ {8, 11}.

vii. Each processor, Pk, k /∈ {2, 5, 8, 11}, exchange boundary data from eastk to

westk.

(c) Exchange sub-domain boundary data from west to east (name the following sub

tasks as W to E data exchange):

i. Processor, P1, sends the boundary data to processor, P4.

ii. Processor, P4, receives the data sent by the processor, P1, and then sends this

received data with its own boundary data to the processor, P5.

iii. Processor, P5, receives the data sent by the processors, P4, and then distributes

the corresponding boundary data to processor, P2, such that

Data (Pk) −→ Pk+1, k ∈ {1, 4}.

iv. Processor, P10, sends the boundary data to processor, P7.

v. Processor, P7, receives the data sent by the processor, P10, and then sends this

received data with its own boundary data to the processor, P8.

vi. Processor, P8, receives the data sent by the processors, P7, and then distributes

the corresponding boundary data to processor, P11, such that

Data (Pk) −→ Pk+1, k ∈ {7, 10}.
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vii. Each processor, Pk, k /∈ {1, 4, 7, 10}, exchange boundary data from westk to

eastk.

(d) Exchange sub-domain boundary data from north to south (name the following sub

tasks as N to S data exchange):

i. Processor, P3, sends the boundary data to processor, P4.

ii. Processor, P4, receives the data sent by the processor, P3, and then sends this

received data with its own boundary data to the processor, P7.

iii. Processor, P7, receives the data sent by the processors, P4, and then distributes

the corresponding boundary data to processor, P6, such that

Data (Pk) −→ Pk+3, k ∈ {3, 4}.

iv. Processor, P5, sends the boundary data to processor, P8.

v. Processor, P8, receives the data sent by the processor, P5.

vi. Each processor, Pk, k /∈ {3, 4, 5}, exchange boundary data from northk to

southk.

(e) Exchange sub-domain boundary data from south to north (name the following sub

tasks as S to N data exchange):

i. Processor, P6, sends the boundary data to processor, P7.

ii. Processor, P7, receives the data sent by the processor, P6, and then sends this

received data with its own boundary data to the processor, P4.

iii. Processor, P4, receives the data sent by the processor, P7, and then distributes

the corresponding boundary data to processor, P3, such that

Data (Pk) −→ Pk−3, k ∈ {6, 7}

iv. Processor, P8, sends the boundary data to processor, P5.

v. Processor, P5, receives the data sent by the processor, P8.

vi. Each processor, Pk, k /∈ {6, 7, 8}, exchange boundary data from southk to

northk.

5. Set parameters and coefficients used at the open sea boundary.

6. Repeat the following steps for the pre-defined time-steps:

(a) Exchange sub-domain boundary data from east to west by calling the sub algorithm,

E to W data exchange.

(b) Exchange sub-domain boundary data from north to south by calling the sub algo-

rithm, N to S data exchange.
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(c) Computation of the equation of continuity.

(d) Setting of the open sea boundary condition.

(e) Exchange sub-domain boundary data from west to east by calling the sub algorithm,

W to E data exchange.

(f) Exchange sub-domain boundary data from south to north by calling the sub algo-

rithm, S to N data exchange.

7. Gather computed results among all processors.

8. Compute the output on processor, Pk, where both southk and westk are equal to null.

6.3 Implementation

Data is partitioned into sub domains, and a four by three grid scheme is used for the parallel

implementation of this model. With this grid scheme, there are two parallel variations: (1) the

grid scheme is configured into two equally sized DSM sub clusters by configuration-1; and (2)

the grid scheme is configured into four DSM sub clusters by configuration-2. Experiments use

the Berkely UPC for data communication between computing nodes among DSM sub clusters

and the Message Passing Interface (MPI) library for interconnecting DSM sub clusters.

Two algorithmic variations have been implemented on the high performance cluster, Upplanka.

The Upplanka cluster consists of 14 computing nodes. Each node has Intel(R) Pentium(R)

4 CPU at 3.20GHz, 2 GBytes primary memory , 2 MBytes cache and a disk memory with

200 GBytes. The operating system is Linux version 2.6.9-42.0.10.EL. The MPI compiler is

mpich2-1.1. UPC (the Berkeley Unified Parallel C compiler), v. 2.8.0, is installed with the

UPC-to-C translator, v. 2.8.0, built at upplanka.ucsc.cmb.ac.lk (linux-x86 64).



Chapter 7

Performance of the Shallow Water
Model on the Configurable Cluster

7.1 Review of MPI, UPC, and UPC/MPI for

Configuration-1 and for Configuration-2

The high performance cluster, Upplanka with fourteen computing nodes, located at UCSC

laboratory, University of Colombo School of Computing, Sri Lanka, was used to simulate the

shallow water model with a (4× 3) grid scheme. MPI compiler has been used to run the pure

DM model whilst the Berkeley UPC compiler has been used to run the pure DSM model on

Upplanka.

Two forms of UPC/MPI hybrid sub cluster configurations are made. The first configuration

makes the Upplanka cluster with twelve computing nodes into two equal sized DSM sub clus-

ters connected by MPI channels. The second configuration makes the Upplanka cluster with

twelve computing nodes into four DSM sub clusters connected by MPI channels. UPC is used

for intra DSM communication while MPI is used for inter DSM communication.

MPI UPC UPC + MPI (hybrid DSM/MPI)

(DM) (DSM) configuration-1 configuration-2

9415.37 7797.70 7915.18 8068.58

Table 7.1: Average run time in seconds for the shallow water model with (4 × 3) grid scheme on
Upplanka cluster.

Table 7.1 shows the average timing values obtained for the four shallow water parallel algo-

rithms mentioned above for a (4 × 3) grid (Appendix V contains the running times). The

parallel algorithm for the DSM exhibit better performance than the parallel algorithm for the

DM. Though the DSM implicitly passes messages, the replication management subsystem has

been optimized in UPC compared to MPI [WWW 14].
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Parallel algorithm for the DSM exhibit a slightly better performance than either of the two

parallel algorithms for the UPC/MPI hybrid cluster configurations while these two parallel

algorithms exhibit overall superior performance than the parallel algorithm for DM.

Considering the two algorithms for the UPC/MPI hybrid cluster configurations, configuration-

1 and configuration-2, the algorithm for configuration-1 exhibits a better performance than

the algorithm for configuration-2, as the number of computing nodes per DSM sub cluster of

configuration-2 becomes smaller (of size two), the system degenerates to a DM environment.

Unfortunately it has not been possible to replicate the same three scenarios, MPI, UPC, and

UPC+MPI on a (6 × 8) grid as unlike in the Monolith [WWW 13], Upplanka resources are

limited to only 14 nodes, whereas the requirement becomes 48 nodes. However, we predict but

are unable to prove, that a cluster with a sufficent number of computing nodes implementing

the proposed hybrid UPC/MPI programming model will have close if not better timing than

the pure UPC programming model, and be more flexible to be programmed.

7.2 Evaluation

7.2.1 Extracting the capabilities of the memory hierarchy in a clus-
ter

Thread capabilities have to be explicitly programmed into MPI which only exploits node level

parallelism. In contrast, the UPC implementation inherently exploits thread level parallelism,

and as such extracts the capabilities of memory architectures that exist on a cluster.

7.2.2 Programming flexibility of the language

Compared to a sequential algorithm, as MPI based parallel algorithm, needs to be fully re-

structured into a master and worker configuration. Parallelism has to be explicitly managed

by the programmer with emphasis is placed on the low level communication details, which is

a difficult task. However, the collective operations provided in MPI enables easy manipulation

of data among multiple computing nodes. As MPI is a set of libraries, it inherits the features

like fault tolerance and garbage collection from the base language (C, C++, or, FORTRAN).

When porting a sequential algorithm to an UPC parallel algorithm, the programming effort is

comparatively low due to the underlying shared memory concepts. Programme development

in UPC+MPI is also a matter of embedding MPI directives within the UPC environment, and
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as such it is relatively easy.

7.2.3 Meta expressiveness

The proposed parallel programming model of UPC+MPI, raises the level of expressiveness of

an algorithm such that independent of the underlying hardware architecture, virtual topologies

of DSM islands can be configured, enabling re-use of efficient supercomputing codes in the past.



Chapter 8

Conclusion and Future Work

A parallel implementation of the shallow water model is chosen to study the impact of memory

architectures, distributed memory and virtual shared memory, as one of our case studies. Data

is partitioned into sub-domains, namely a (4× 3) grid scheme and a (8× 6) grid scheme which

are used for the parallel implementation of this model. There are four versions of the paral-

lel algorithm for each grid scheme: distributed memory without threads, distributed memory

with threads, virtual shared memory without threads, and virtual shared memory with threads.

These four parallel versions have been implemented on a high performance cluster, connected

to the “Nordugrid” [WWW 13]. Experiments are realized using the Message Passing Interface

(MPI) library, the C/Linda, and the Linux pthreads. Subject to the availability of memory,

the virtual shared memory version without threads performs best, and as the task is scaled up,

the threaded version becomes efficient in both DM and VSM implementations (Section 4.5.4).

In the course of our studies, we have also been able to present a fast parallel algorithm based

on hybrid network partitioning and matrix multiplication for back-propagation learning neu-

ral networks on a computational cluster. The partitioned network is mapped onto nodes in

the cluster. The timings show that for MPI/DM implementations the proposed algorithm is

faster than any of the other known counterparts. The hybrid partition with matrix multi-

plication design also allows one to use a hierarchy of memory levels efficiently with message

passing among partitioned networks and to shared memory within a node for matrix multi-

plication. As the ANNs get larger the parallel algorithms under both memory architectures

show better running time than their serial counter parts. In Linda on VSM, the only advantage

we have is its ability to identify the optimum number of processors dynamically (Section 5.5.4).

We then configured the hardware cluster into a configurable hybrid array of DSM subclusters

connected by MPI channels. A shallow water model was run on two virtual configurations.

The pure DSM algorithm exhibits a better performance than the proposed algorithms for the

UPC/DSM hybrid cluster configurations while these proposed algorithms inturn exhibit better
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performance than the pure DM algorithm (Section 7.1).

This thesis has presented a novel hybrid configurable DSM/DM programming model for a class

of parallel problems that performs well on DSM, and also exhibits scalability and the ability

to extract the memory hierarchy performance.

The proposed hybrid UPC/MPI (or DSM/DM) cluster programming paradigm can be posi-

tioned between a pure DM and a pure DSM model on a generic computing cluster. We have

shown that our model extracts parallelism on a hierarchy of memory levels, easy to program

and suitable for large scale clusters. Further it allows established efficient parallel algorithms

written for specific topologies to be utilized on UPC/MPI on virtual topologies that can be

defined on generic clusters.

Our study envisages the utilization of our proposed DSM/DM hybrid algorithms on a 48-node

cluster to simulate the (8× 6) grid scheme. Application of various types of topologies on this

DSM/DM hybrid algorithms is also contemplated.
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Appendix A

Theory of Shallow Water Models

A.1 Introduction

The equations governing the motion can be written

du

dt
+ fk× u = −1

ρ
∇p+ v2u− gk (A.1.1)

where u = (u, v, w) is the velocity vector, d/dt = ∂/∂t + u.∇ is the total derivative, and
f = 2Ωsinφ is the Coriolis parameter. Neglecting the compressibility of water the continuity
equation reads

∇.u = 0 (A.1.2)

The density depends most generally on the temperature and the salinity. Thus to complete
the equations we should also include

dT

dt
= v∇2T , (A.1.3)

dS

dt
= v∇2S. (A.1.4)

A.2 Boundary condition

The equations are subject to certain boundary conditions that can be very complicated, espe-
cially at the sea surface. We will assume that the horizontal velocities are zero at solid walls,
thus,

(u, v) = 0, at solid walls. (A.2.1)

At the free surface and the bottom kinematic conditions must be fulfilled:

wz=h =
∂h

∂t
+ uhz=h

.∇hh at z = h, (A.2.2)

wz=−H = −uhz=−H
.∇hH at z = −H, (A.2.3)

where uh is the horizontal velocity vector. If we do not consider any coupling to the atmosphere
and neglect frictional terms and pressure continuity at the sea surface, the equations are well
specified by boundary conditions. However, often the stress at the sea surface and the bottom
are important for dynamics we choose to study. Thus, the vertical frictional terms cannot be
neglected in the vicinity of the sea surface and the bottom. For instance, a wind blows over
the sea surface it will give a stress at the sea surface creating a amass transport that must be
considered. The condition for a stress at the sea surface is

v
∂uh

∂z
= τ, at z = h(x, t), (A.2.4)
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and the conditions at the bottom reads

uh = 0, at z = H(x, t).

Applying this condition may require a special treatment of condition (A.2.2 & A.2.3), i.e., we
may have to consider thin boundary layers.

The barotropic flow can be described by integrating Navier-Stokes, and continuity equations
from the bottom, −H(x, y), to the surface h(x, y).

A.3 The integration: Mass continuity

Let us consider an integral of the continuity equation from the bottom to the sea surface as
an illustrative example. The continuity equation, here also including possible changes in the
density with time, reads,

∂ρ

∂t
+∇.(ρu) = 0 (A.3.1)

Rewriting
∂ρ

∂t
+∇h.(ρuh) +

∂ρw

∂z
= 0 (A.3.2)

where ∇h and uh are the horizontal gradient and velocities, respectively. Integration from the
bottom to the surface yields∫ h

−H

∂ρ

∂t
dz +

∫ h

−H

∇h.(ρuh)dz + ρ (wz=h − wz=−H) = 0 (A.3.3)

Now the chain rule for integration gives,∫ h

−H

∂ρ

∂t
dz =

∂

∂t

∫ h

−H

ρdz − ρz=h
∂h

∂t
− ρz=−H

∂H

∂t
(A.3.4)

∫ h

−H

∇h.(ρuh)dz = ∇h

∫ h

−H

ρuhdz − ρuhz=h
.∇hh− ρuhz=−H

.∇hH. (A.3.5)

Equations (A.3.3), (A.3.4), and (A.3.5):

∂

∂t

∫ h

−H

ρdz − ρz=h
∂h

∂t
− ρz=−H

∂H

∂t

+∇h

∫ h

−H

ρuhdz − ρuhz=h
∇hh− ρuhz=−H

∇hH

+ρ (wz=h − wz=−H) = 0

(A.3.6)

Assuming that ρ does not vary with depth

∂

∂t

∫ h

−H

ρdz +∇h

∫ h

−H

ρuhdz

−ρ
(
∂h

∂t
+ uhz=h

.∇hh− wz=h

)
−ρ
(
∂H

∂t
+ uhz=−H

.∇hH + wz=−H

)
= 0

(A.3.7)
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Recapitulating the kinematic boundary conditions at the sea surface and the bottom

wz=h =
∂h

∂t
+ uhz=h

.∇hh,

wz=−H = uhz=−H
.∇hH.

(A.3.8)

And applying these boundary conditions to (Equation A.3.7) gives

∂

∂t

∫ h

−H

ρdz +∇h

∫ h

−H

ρuhdz = 0. (A.3.9)

This is a very general formula and can be used to include the influence of surface waves etc..
Assuming that the density and the velocity is constant with depth we find

∂

∂t
ρ(h+H) +∇h [ρ(h+H)uh] = 0. (A.3.10)

It should be noted that this equation is easily derived using basic mass conservation. To
continue, H is not usually not a function of time and for geophysical fluid dynamics we have
h� H, thus

∂

∂t
h+∇h (Huh) = 0. (A.3.11)

A.4 Equations in velocity form

To find the velocities describing the barotropic- or integrated- flow the equation must be
integrated between the bottom and the sea surface, as was outlined above. The stress condition
at the sea surface and the bottom should be included as well. The equation that governs
the time evolution of the system- here assuming that h � H, neglecting the free surface
gravitational waves and the horizontal and vertical diffusion -reads

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
− fv = −g∂h

∂x
+

1

Hρo

(
τSx − τBx

)
(A.4.1)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ fu = −g∂h

∂y
+

1

Hρo

(
τSy − τBy

)
(A.4.2)

∂h

∂t
+H

(
∂u

∂x
+
∂v

∂y

)
+ u

∂H

∂x
+ v

∂H

∂y
= 0 (A.4.3)

where τSx τSy are the surface stresses in the x and y direction, respectively. τBx τBy are the
bottom stresses and are described by

τBx = ρCDu|u| (A.4.4)

τBy = ρCDv|v| (A.4.5)

A.5 Equations in transport form

It may be useful to consider the mass transport as variables instead of the velocity: Let us
therefore introduce the mass transports U = u(h+H), V = v(h+H). Rewriting the equation
with assuming that h� H gives
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∂U

∂t
+H−1

(
U
∂U

∂x
+ V

∂U

∂y

)
−H−2

(
U2∂H

∂x
+ UV

∂H

∂y

)
− fV =

−gH ∂h

∂x
+

1

ρo

(
τSx − τBx

)
(A.5.1)

∂V

∂t
+H−1

(
U
∂V

∂x
+ V

∂V

∂y

)
−H−2

(
UV

∂H

∂x
+ V 2∂H

∂y

)
+ fU =

−gH ∂h

∂y
+

1

ρo

(
τSy − τBy

)
(A.5.2)

∂h

∂t
+

(
∂U

∂x
+
∂V

∂y

)
= 0 (A.5.3)

where
τBx = ρCDU |U |/H2 (A.5.4)

τBy = ρCDV |V |/H2 (A.5.5)

A.6 Linear shallow water equations

Let us reglet the non-linear terms for the moment. The linear shallow water equations in
transport form thus become

∂U

∂t
− fV = −gH ∂h

∂x
+

1

ρo

(
τSx − τBx

)
(A.6.1)

∂V

∂t
+ fU = −gH ∂h

∂y
+

1

ρo

(
τSy − τBy

)
(A.6.2)

∂h

∂t
+

(
∂U

∂x
+
∂V

∂y

)
= 0 (A.6.3)



Appendix B

Matrix Multiplications

Figure B.1: Pictorial representation of cache level matrix multiplication algorithms (Wu et al., 2002).

Figure B.2: Pictorial representation of shared memory matrix multiplication algorithms (Wu et al.,

2002).
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B.1 Cache layer matrix multiplication algorithms

Cache based algorithms which are vary from those that have high cache misses to those that
effectively use cache, are given the following sub sections.

B.1.1 Simple three loops algorithm

Memory access patterns of the simple three loops algorithm is illustrated in Figure B.1 (a).
This algorithm will incur the most cache misses among all other cache algorithms presented
here. However, this algorithm includes fewest instruction count.

B.1.2 Blocking C algorithm

This algorithm compute the matrix C block by block, as shown in Figure B.1 (b). Since the
algorithm computes according to the square patch of C, the corresponding portions of matrices
A and B are not required to be square. When the matrix dimensions increase, the size of A
and B patches also increase and thus incur more cache misses. This algorithm shows better
performance when the sizes of matrices are small.

B.1.3 Blocking A algorithm

Figure B.1 (c), fix a block of A or B, outlines the memory access order of this algorithm. The
algorithm keeps a square patch of matrix A in the cache as long as possible. For example, block
A(1) is computed with block B(1) and result put into block C(1), then A(1) is multiplied by
B(2) and stores the data in C(2). A(1) is then swapped out and replaced by A(2) to multiply
B(3) and B(4), and so on.

B.1.4 Transform and blocking A algorithm

This algorithm first applies the transform operation to all three matrices and then starts the
computation, as illustrated in Figure B.1 (d). This algorithm is same as the previous algorithm.
The only difference is that the layout of all three matrices are transformed before computation
starts. The layout of elements in each block is made consecutively by creating a block that
is small enough to fit into cache and copying the appropriate portion to the newly allocated
block.

B.1.5 Recursive algorithm

Chatterjee and coworkers (Chatterjee et al., 1999) and Frens and Wise (Frens & Wise, 1997)
describe the recursive layout of matrix multiplication, as shown in Figure B.1 (e), that the data
is transformed into layout according to different space-filling curve order (Sagan, 1994); then
computations are done recursively according to that order. Because of the recursion, data has
to be a power of 2. Different methods of Chatterjee et. al. (Chatterjee et al., 1999) and Frens
and Wise (Frens & Wise, 1997) are used to handle the case when data size is not a power of
2. Wu and coworkers (Wu et al., 2002) implemented a simple version of the “U layout” which
works on only square matrices. The blocking shell takes care of the case when data size are
not a power of 2.

B.1.6 Strassen’s algorithm

In theory Strassen’s algorithm has better run time for matrix multiplication; it use additions
and subtractions to reduce the times for multiplication. The algorithm processes data in
small blocks recursively, which make it implicitly cache efficient. Meng-Shiou Wu (Wu et al.,
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2002) et.al have found that recursion down to a single element reduced the performance and
terminating the recursion at even a small block size increased the overall performance.

B.2 Shared memory layer matrix multiplication

Four shared memory matrix multiplication algorithms that can be easily implemented in the
Pthreads programming model, are described bellow.

B.2.1 Overlapping matrix B

This algorithm divides matrix A into several rectangle blocks horizontally according to the
number of threads, as illustrated in Figure B.2 (a). Each thread computes certain rectangle
block of matrix A with whole matrix B and produces a complete contribution to a portion of
matrix C. The algorithm has the possibility of causing read contention when different threads
try to read matrix B.

B.2.2 Non-overlapping algorithm

This algorithm divides matrix A horizontally and matrix B vertically into blocks, as illustrated
in Figure B.2 (b). Each thread first computes a block of matrix A multiplied by a block matrix
B thus produces a full contribution of a square block of matrix C. In the next stage every thread
still use the same block of matrix A, but shifts to another block of matrix B, thus producing
another full contribution to a different square block of matrix C. In this way, if all threads
are executed concurrently then different threads have less chance of accessing the elements of
matrix B at the same time when the number of threads is less than the number of blocks of A
and B pairs.

B.2.3 Blocking algorithm

This algorithm divides all three matrices into smaller square blocks, and each thread computes a
square block of matrix A with a square block of B thus producing a partial square contribution
to matrix C, as illustrated in Figure B.2 (c). The block computation order is the same as
element computation order in simple three-loop algorithm.

B.2.4 Transform and blocking algorithm

This algorithm has the same computation order and work on the same shapes of matrices as the
previous algorithm, except before the computation begins, all three matrices are transformed
into blocks of consecutive data as in the above mentioned cache algorithm, and each thread
works on three square patches with consecutive elements.

B.3 Distributed memory layer matrix multiplication

B.3.1 Two dimensional broadcasting algorithm

According to the number of physical nodes and physical grid, if the physical grid is p × q, then
matrices are partitioned into least common multiples of p and q parts. Each node takes turns
broadcast the part of matrix A vertically or B horizontally or both, and computes according
to the data it receives.
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B.3.2 Cannon’s algorithm

The algorithm is described in almost every parallel algorithm book such as Kumar et. al.,
(Kumar et al., 1994). Meng-Shiou Wu et al’s (Wu et al., 2002) implementation, first form a
grid using the available processors, then depending on the shape of the grid, distribute data
accordingly. If the grid is square, distribute data as in Cannons original algorithm. If the
grid is rectangular, find the least common multiple of two dimensions, use the least common
multiple as the dimension of a virtual square grid and then distribute data according to this
virtual grid.



Appendix C

Hardware Configurations

In recent years, the speed of CPUs grew steadily. Unfortunately, clock speed of CPUs stagnates
now. Latest developments of CPUs go to multicore processors. Intel and AMD, which are the
most important manufacturers for standard computer CPUs, introduced so-called quad-core
processors [14]. Each of these processors possesses four cores. A dual-processor computer can
execute eight independent operations in parallel. This trend makes parallelization of software
not optional but indispensable.

A current modern computer consists of a multicore CPU with a shared memory as shown in
Figure C.2. This means that all processors access the same memory. Data in one memory
cell is accessible to all processors. In a computer cluster, parallelization is more complicated.
CPUs and memory are distributed among the computing nodes as shown in Figure C.1. HPC
cluster consists of symmetric multi processors (SMP’s) with each SMP a chip multi processor
(CMP).

C.1 Multiprocessors

Multiprocessor system is known as tightly-coupled system or parallel system. Generally, the
processors are in close communication with each other. They share common data structures
and a common system clock [11], [38], [48].

Advantages of Multiprocessor Systems:

• Reduced Cost: Multiple processors share the same resources. Separate power supply or
mother board for each chip is not required. This reduces the cost.

• Increased Reliability: The reliability of system is also increased. The failure of one
processor does not affect the other processors though it will slow down the machine.
Several mechanisms are required to achieve increased reliability. If a processor fails, a
job running on that processor also fails. The system must be able to reschedule the failed
job or to alert the user that the job was not successfully completed.

• Increased Throughput: An increase in the number of processes completes the work in less
time. It is important to note that doubling the number of processors does not halve the
time to complete a job. It is due to the overhead in communication between processors
and contention for shared resources etc.

C.2 Symmetric Multi Processors (SMP)

The most prevalent form of para architectures is the multiprocessor of small to moderate scale
that provides a global physical address space and symmetric access to all of main memory from
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any processor, often called an SMP.

SMP systems provide scalability. Additional CPUs can be added to absorb the increased trans-
action volume. If one CPU fails, the entire SMP system is down. Clusters of more than one
SMP systems can be used to provide high availability. If one SMP system fails, the others
continue to operate [5].

C.3 Chip Multi Processors (CMPs)

Chip multiprocessors (Leverich et al., 2007), (Cheng et al., 2006) are emerging as the archi-
tecture of choice for future high performance processors. The architecture of the CMP system
with up to 16 processors is illustrated in Figure C.3. CMPs integrate several high-performance
processing cores onto the same chip. A high performance interconnect and memory system are
necessary to satisfy the data supply needs of all these cores especially given the ever increasing
speed gap between processors and main memory systems. At the same time, power, temper-
ature, complexity, and reliability are additional constraints that must be met by any design.
The fact that now these components will be tightly integrated onto the same die presents
opportunities and challenges that are very different than those that existed in previous multi-
processor systems.

Figure C.1: Communication between threads on a distributed memory computer (Buchau et al.,

2008).

Figure C.2: Communication between threads on a shared memory computer (Buchau et al., 2008).
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Figure C.3: The architecture of the CMP system with up to 16 processors. The core organizations

for the cache-based and streaming models are shown on left and right side respectively (Leverich et

al., 2007).

In CMP systems, there are two basic memory models for the on-chip memory (Leverich et
al., 2007): hardware managed, implicitly-addressed, coherent caches and software-managed,
explicitly-addressed, local memories/streaming memory. The advantage is that the hardware
provides best-effort locality and communication management, even when the access and shar-
ing patterns are difficult to statically analyze. With the cache-based model, all on-chip storage
is used for private and shared caches that are kept coherent by hardware. With the streaming-
memory model, part of the on-chip storage is organized as independently addressable struc-
tures. The advantage of streaming memory is that it provides software with full flexibility on
locality and communication management in terms of addressing, granularity, and replacement
policy.

For both the cache-based and streaming models, certain aspects of the on-chip memory system
are set by VLSI constraints such as wire delay. Every node in the CMP system is directly asso-
ciated with a limited amount of storage (first-level memory) that can be accessed within a small
number of cycles. Nodes communicate by exchanging packets over an on-chip network that can
range from a simple bus to a hierarchical structure. Additional memory structures (second-
level memory) are also connected to the network fabric. The system scales with technology
by increasing the number of nodes, the size of the network, and the capacity of second-level
storage. Eventually, the scale of a CMP design may be limited by off-chip bandwidth or energy
consumption.

Traditional desktop applications are difficult to analyze and favor cache-based systems. In con-
trast, many upcoming applications from the scientific computing domains, physical simulation,
multimedia, and graphics are being targeted by both cache-based and streaming systems. The
CMPs for the Xbox360 and PlayStation 3 differ dramatically in their on-chip memory model,
as Xbox360s Xenon processor is a cache-based CMP and PlayStation 3s Cell processor is a
streaming memory CMP (Leverich et al., 2007), (Cheng et al., 2006).
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Feed-Forward ANN

ANN research was first initiated in 1940s with the publication of McCulloch & Pitts (1998)
study on the perceptron model shown in Figure D.1. In 1960s, convincing demonstrations
using the model were made (Philip, 1989). In the late 1960s, Minsky and Papert proved that
severe restrictions in the learning of a single layer model did exist (Minsky & Papert, 1998).
For the following twenty five years little research was undertaken. Then the MLP ANN, called
back-propagation, was introduced by Rumelhart et al. (1986), and then initiated a remarkable
increase in ANN research.

Figure D.1: The perceptron.

Figure D.2: A four-layer feed-forward ANN.
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D.1 The Multi-layer ANN

A four-layer feed-forward ANN is shown in Figure D.2. This ANN is called fully connected,
because there are all-to-all connections between two adjacent layers of neurons. The number
of neurons in the input layer, hidden layers, and output layer are NI , NH1 , NH2 , and NO,
respectively. The ANN can be extended to any number of layers by increasing hidden layers.

D.2 Back-propagation Algorithm

In our case study, we use a fully connected MLP ANN trained using the back-propagation
learning algorithm. Generally a MLP ANN includes one input layer, one or more hidden lay-
ers, and one output layer. However, it has been observed that a single hidden layer MLP
ANN with an enough number of hidden neurons is sufficiently able to solve any non-linearly
separable problem (Haykin, 2001).

In a back-propagation training algorithm, a given set of input patterns are used for a two
phase supervised algorithm based on the error correction learning. The first phase is referred
to as the forward phase and the second is referred to as the backward phase (Pethick et al.,
2003; Haykin, 2001). In the forward phase the synaptic weights remain unchanged throughout
the network, and the function signals of the ANN are computed on a neuron-by-neuron basis.
Thus the forward phase of computation begins at the first hidden layer by presenting it with
the input pattern, and terminates at the output layer by computing the error signal for each
neuron of this layer.

In the backward phase, starts at the output layer by passing the error signals leftward through
the ANN, layer by layer, and recursively computing the local gradient (δ) for each neuron. This
recursive process permits the synaptic weights of the ANN to undergo changes in accordance
with the delta rule (Haykin, 2001; Mehrotra et al., 1996).

The presentation of the complete set of training patterns is known as an epoch. The ANN is
trained for a number of epochs until the error measure, the sum of the squares of the difference
between the expected and actual outputs, is lower than a specified value. When batch training
the ANN instead of applying the update directly to the ANN, we sum the changes in a weight
change matrix and apply the summed changes at the end of the epoch.

A usual MLP is shown in Figure D.2. The NI input neurons are fully connected to the NH1

hidden neurons, NH1 hidden neurons are fully connected to NH2 hidden neurons, and the NH2

hidden neurons are fully connected to the NO output neurons.

Let’s define:

• input patterns: X = (x1, x2, x3, · · · · · · , xNI
)

• output patterns: Y = (y1, y2, y3, · · · · · · , yNO
)

• hidden weights: WH =
(
wh

ji

)
where 1 ≤ i ≤ NI , 1 ≤ j ≤ NH

• output weights: WO =
(
wo

kj

)
where 1 ≤ j ≤ NH , 1 ≤ k ≤ NO

• The θ is a bias incorporated into the training algorithm.

In the forward phase the hidden layer weight matrix WH is multiplied by the input vector
X = (x1, x2, x3, · · · · · · , xNI

)T , to calculate the hidden layer output

yhj = f

(
NI∑
i=1

xi ∗ wh
ji − θ

)
, where 1 ≤ j ≤ NH (D.2.1)
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The function f(.) is a nonlinear activation function. Generally the sigmoid function

f(x) =
1

1 + e−x
(D.2.2)

is used. It compresses the output value to lie between 0 and 1. Moreover, the function is
differentiable, which is a demand of training algorithm - see Equations D.2.1 and D.2.3.

The output from the hidden layer, yhj , is used to calculate the output of the ANN, yok.

yok = f

(
NH∑
j=1

yhj ∗ wo
kj − θ

)
,where1 ≤ k ≤ NO (D.2.3)

The error, Ep, for a training pattern p is computed as follows

Ep =
1

2

NO∑
k=1

(
dp,k − yop,k

)2
(D.2.4)

The overall error for a training set of P patterns is

E =
P∑

p=1

Ep (D.2.5)

In the expressions below the pattern index p has been omitted on all variables except for Ep

to improve clarity. In the backward phase the target, d, and output, yo, are compared and
the difference is used to adopt the weights to reduce the error. The weights are adjusted ac-
cording to the generalizes delta rule. This differs from the original delta rule, by the inclusion
of non-linear activation function and hidden units (Jain et al., 1996). The rule is also called
gradient descent, since it corresponds to performing the steepest descent in weight space where
the height is equal to the error measure. It requires that the derivative of the error measure,
with respect to each weight, is proportional (with negative constant) to the weight change
computed by the delta rule (Jain et al., 1996).

The error in the output neurons (δok) and the error in the hidden neurons (δhj ) that will be used
to update the weights are computed as follows:

δok = yok ∗ (1− yok) ∗ (yk − yok), where 1 ≤ k ≤ NO

δhj = yhj ∗ (1− yhj ) ∗
No∑
k=1

δok ∗W o
kj , where 1 ≤ j ≤ NH

The main steps for back-propagation learning algorithm are given bellow.

1. Initialize the weight matrices, WH and WO to small random values. Where WH =(
wh

ji

)
, 1 ≤ i ≤ NI and 1 ≤ j ≤ NH , is the weight matrix between the hidden layer and

the input layer. WO =
(
wo

kj

)
, 1 ≤ k ≤ NO, is the weight matrix between the output

layer and the hidden layer.

2. Select an input pattern with corresponding output pattern from the training set and
present the input pattern to the input layer of the ANN.

3. Calculate the actual outputs - forward phase.

4. According to the difference between actual and the desired outputs (error), adjust the
weight matrices WH and WO to reduce the difference - backward phase.
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5. Repeat from step 2 for all training input patterns.

6. Repeat from step 2 until the error is acceptably small.

D.3 Standard Incremental Update Back-propagation al-

gorithm

The following outlines the standard sequential incremental update back-propagation algorithm
(Sheng Ma & Farmer, 1997; Wang et al., 1989):

Start with randomly chosen weights

While MSE =
1

2NR

NR∑
p=1

NO∑
k=1

(
ypk − yopk

)2
is unsatisfactory and computational bounds are not

exceeded, do

1. For each pattern xp = (xp1, xp2, · · · , xpNI
), where 1 ≤ p ≤ NR :

(a) Compute the output of neurons in the hidden layer:

nethpj =

NI∑
i=1

wh
jixpi + bhj , where 1 ≤ j ≤ NH .

yhpj = f
(
nethpj

)
(b) Compute the output of neurons in the output layer:

netopk =

NH∑
j=1

wo
kjipj + bok, where 1 ≤ k ≤ NO.

yopk = f
(
netopk

)
(c) Compute error terms for the neurons in the output layer:

δopk =
(
ypk − yopk

)
yopk

(
1− yopk

)
, where 1 ≤ k ≤ NO.

(d) Compute error terms for the neurons in the hidden layer:

δhpj = yhpj
(
1− yhpj

) NO∑
k=1

δopkwkj, where 1 ≤ j ≤ NH .

(e) Update both weight and bias changes in the output layer:
wo

kj = wo
kj + ηδopky

h
pj

bok = bok + ηδopk, where 1 ≤ k ≤ NO and 1 ≤ j ≤ NH .

(f) Update both weight and bias changes in the hidden layer:
wh

ji = wh
ji + ηδhpjxpi

bhj = bhj + ηδhpj, where 1 ≤ j ≤ NH and 1 ≤ i ≤ NI .

End-while

D.4 Standard Parallel Batch Update Back-propagation

Algorithm

To implement a batch update back-propagation scheme in parallel, the whole ANN is replicated

among NP processors and each processor carries out the learning process using

(
NR

NP

)
pat-

terns, where NR is the size of the training set. Weight changes and bias changes are performed
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in parallel and then the corresponding accumulated weight changes vectors, wch and wco, and
the corresponding accumulated bias changes vectors, bch and bco, are exchanged between pro-
cessors.

The following algorithm describes the steps of a batch update back-propagation parallel learn-
ing algorithm under the ‘learn by epoch’ (Crespo et al., 1999).

Start with randomly chosen weights.

While MSE =
1

2NR

NR∑
p=1

NO∑
k=1

(ypk − yopk)2 is unsatisfactory and computational bounds are not

exceeded, do

1. For each pattern xp = (xp1, xp2, · · · , xpNI
), where 1 ≤ p ≤ NR :

(a) Compute the output of neurons in the hidden layer:

nethpj =

NI∑
i=1

wh
jixpi + bhj , yhpj = f

(
nethpj

)
, where 1 ≤ j ≤ NH

(b) Compute the output of neurons in the output layer:

netopk =

NH∑
j=1

wo
kjy

h
pj + bok, yopk = f

(
netopk

)
, where 1 ≤ k ≤ NO

(c) Compute error terms for the neurons in the output layer:
δopk =

(
ypk − yopk

)
yopk

(
1− yopk

)
, where 1 ≤ k ≤ NO.

(d) Compute error terms for the neurons in the hidden layer:

δhpj = yhpj
(
1− yhpj

) NO∑
k=1

δopkwkj, where 1 ≤ j ≤ NH .

(e) Compute both weight and bias changes in the output layer:
wcokj = wcokj + ηδopky

h
pj

bcok = bcok + ηδopk

(f) Compute both weight and bias changes in the hidden layer:
wchji = wchji + ηδhpjxpi
bchj = bchj + ηδhpj

2. Broadcast local matrices for weight changes and bias changes, wch, wco, bch and bco

and receive matrices for weight changes and bias changes, wch, wco, bch and bco, from
other processors.

3. Update weight changes in the output layer:
wo

kj = wo
kj + (wcokj(local) + wcokj(remote))

4. Update weight changes in the hidden layer:
wh

ji = wh
ji + (wchji(local) + wchji(remote))

5. Update bias changes in the output layer:
bok = bok + (bcok(local) + bcok(remote))

6. Update bias changes in the hidden layer:
bhj = bhj + (bchj (local) + bchj (remote))

End-while

The subindexes p, i, j and k identify the pth input pattern, ith input neuron, jth hidden neuron
and k

th
output neuron, respectively. wij is the weight corresponding to the connection between
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neuron j and neuron i, wcij and bcj are the accumulated change for the weight corresponding
to the connection between neuron j and neuron i and the accumulated changes for the bias in
the jth neuron respectively, b is the bias and NI , NH , and NO identify the number of input,
hidden, and output neurons, respectively. f(x) is a nonlinear function that is often chosen to

be of a sigmoidal form. f(x) =
1

1 + e−x
is used in this algorithm.



Appendix E

Running Times for the Shallow Water
Model

MPI TCP-Linda

Nodes wot wt wot wt

12 9671.32 11032.31 2745.98 3319.65

9705.12 11039.67 2769.08 3269.21

9670.75 11065.97 2755.89 3275.39

9701.62 11053.03 2721.77 3305.05

9683.87 11076.73 2725.96 3319.58

Average 9686.54 11053.54 2743.74 3297.78

Median 9683.87 11053.03 2745.98 3305.05

Table E.1: Run time in seconds (wot - without thread; wt - with thread) were obtained from the
Monolith high performance cluster

MPI TCP-Linda

Nodes wot wt wot wt

48 11908.03 10261.39 3163.12 2861.09

11939.37 10301.11 3189.47 2823.27

11907.21 10289.21 3201.82 2844.71

11955.39 10247.13 3156.71 2836.49

11961.89 10269.81 3206.02 2861.16

Average 11934.38 10273.73 3183.43 2845.34

Median 11939.37 10269.81 3189.47 2844.71

Table E.2: Run time in seconds (wot - without thread; wt - with thread) were obtained from the
Monolith high performance cluster
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XIX

MPI UPC Hybrid UPC+MPI

Configuration-1 Configuration-2

9398.01 7780.05 7921.88 8047.77

9391.82 7813.23 7915.46 8062.61

9429.57 7787.63 7926.19 8081.27

9440.78 7805.81 7914.45 8091.43

9416.69 7801.71 7897.91 8059.82

Average 9415.37 7797.69 7915.18 8068.58

Median 9416.69 7801.71 7915.46 8062.61

Table E.3: Run time in seconds were obtained from the Upplanka high performance cluster


